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FROM THE GUEST EDITORS

Welcome to the Radiocarbon Proceedings Issue of the 18th International Radiocarbon Conference,
held in Wellington, New Zealand, in September 2003. Its appearance is the last step in a process that
began 4 years ago, after the 2000 Jerusalem conference.

It was a satisfying feeling on the afternoon of September 5th, 2003, as we knew that the 18th
International Radiocarbon Conference had finally taken its place in that long series of conferences
that stretches back 50 years. Of course, we had our concerns. The tragedy of September 11, 2001,
made the world suddenly look more dangerous than most of us had ever imagined, and the prospect
of travelling to distant parts of the globe lost its attraction for many people. The additional menace
of the SARS virus outbreak further complicated travel to what, for many of you, was an exceedingly
distant shore. Given these factors, who would come to the bottom of the Pacific to attend a
conference?

Well, stone the crows, you did come. Whether through heroism, defiance, insouciance or a failure to
read the newspapers is not for us to say. We missed some familiar faces, not all for the reasons given
above, but there were enough old and new friends to ensure the conference was a success. Because,
as with all such events, its success depended finally on the participants and what they made of it. We
knew that, ultimately, we were in good hands. There was a touch of sadness when we learned that
John Head, well known to many of the “old guard,” had passed away just weeks before the
conference opened. Also absent was Reidar Nydal, who was prevented from coming by poor health.

What of the conference itself? It is almost with relief to note that talks were not dominated by the
next “big thing” in radiocarbon. Rather, the presentations gave us a picture of a field that, although
nearly 60 years old, is far from exhausted but rather is expanding into new areas, pushed by
developing technology and pulled by new research priorities. AMS, after 30 years, has long since
ceased being a novelty, but the continued shrinking of new AMS systems makes one wonder if
someone at the next conference will announce the invention of the mass spectrometer.

What is apparent is that the promise of the AMS revolution continues to be fulfilled. Hitherto
impossible measurements on hitherto impossible materials seems to be one of the roads to the
future. If one were to hazard a guess as to the most promising development beginning to appear, then
compound specific dating certainly appears to be the one to watch. The possibility of teasing apart
the organic soup that we usually have to deal with, down to its molecular components, just has to
lead to surprises in the future.

Another topic that is growing in importance and familiarity is the use of Bayesian methods in the
interpretation of radiocarbon ages. The statisticians are persuading us that there is often much more
information in our data than we realize, if we look at it in the right way. If they can only break the
habit of beginning every paper with “Let X be a random variable with a normal distribution...”, the
persuasion will be total.

For us, the highlight of the conference was at the dinner when Paul Damon asked why there was no
mention of Athol Rafter in all the proceedings. How right Paul was to ask that question! It was a
salutary reminder to us of how easy it is to forget the past and the contributions made by those who
went before us. Certainly Rodger more than made amends with a five-minute impromptu speech on
the Rafter years.
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X1V Guest Editors

It remains to thank all those who helped make the 18th 4C Conference a success. The Rafter
Radiocarbon team included Michelle Park, that powerhouse graphics wizard who corrected all the
last-minute greeblies in Powerpoint presentations on site. We also acknowledge the daily support of
Chris Prior, Jannine Cooper, Lisa Xie, Margaret Norris, Dawn Chambers, Kelly Sutton, Lorraine
Gilligan, and Andrei Gaidamaka. Thanks to Janet Simes and her Absolutely Organised team, and
the Te Papa staff who made the venue such a fantastic success. The International Advisory Panel
diligently reviewed the abstracts that flooded in right on deadline; and we must thank also the
reviewers who refereed the papers in this volume. Thanks to the Radiocarbon editorial staff,
especially Tim Jull and Mark McClure, who taught us just what goes into creating every issue of the
journal. And we very heartily thank our sponsors, especially HVE and NEC, whose major
contributions to our budget helped us pull off the conference you all enjoyed so much.

Finally, thanks to all of you who came to Wellington in 2003. Your participation made the
conference what it was; we really just tried to put on a good party for you all.

So now, relax before a roaring fire, pour a snifter of brandy, and browse this volume of the 2004
Conference Proceedings, and start thinking about the papers to be written for Oxford in 2006.

Rodger J Sparks
Nancy Beavan Athfield

Photos courtesy of Tony Athfield Photographics and Michelle Park.



From the Guest Editors

XV



Xvi Guest Editors




From the Guest Editors Xvii




Guest Editors

Xviii




CONFERENCE PARTICIPANTS!

ASCOUGH, Philippa

SUERC

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride G75 0QF, Scotland
pasc@geo.ed.ac.uk

AXFORD, Ian

University of Alabama

Physics Department

Huntsville, Alabama 12288, USA
lan@axford.org

BAIER, Agnieszka

University of Arizona

Department of Geosciences

4717 East Fort Lowell Road
Tucson, Arizona 85712-1201, USA
Fax +1 520-881-0554
baier@meteoritics.org

BAISDEN, W. Troy

Landcare Research

Private Bag 11052

Cnr Riddet Rd and University Loop
Palmerston North, New Zealand
Fax +64 06 355 9230
baisdent@]landcare.cri.nz

BARBETTI, Mike
University of Sydney
Sydney, Australia
mikeb@emu.usyd.edu.au

BAYLISS, Alex

English Heritage

Centre for Archaeology

23 Savile Row

London, W18 2ET, United Kingdom
Fax +44 207 973 3330

Alex.Bayliss@english-heritage.org.uk

BEAVAN ATHFIELD, Nancy

Institute of Geological and Nuclear Sciences

Rafter Radiocarbon Laboratory

PO Box 31-312, Lower Hutt, New Zealand

Fax +64 4 570 4657
n.beavan@gns.cri.nz

BECK, Warren
University of Arizona

Physics, Bldg. #81, 1118 E Fourth St.

Tucson, Arizona 85721, USA
Fax +520-621-9619
wbeck@physics.arizona.edu

BECKER-HEIDMANN, Peter
University of Hamburg

Institute of Soil Science

Allende-Platz 2

Hamburg 20146, Germany

Fax +49 40 42838 2024
p-becker-heidmann@ifb.uni-hamburg.de

BEER, Juerg

EAWAG

Postfach 611

Diibendorf 8600, Switzerland
Fax +41 182352 10

BENTHIEN, Albert

WHOI, Geology and Geophysics

266 Woods Hole Road

Woods Hole, Massachusetts 02543-1535, USA
Fax +1 508 457 2183

abenthien@whoi.edu

BHUSHAN, Ravi

Physical Research Laboratory

Planetary & Geosciences Division

Navrangpura Ahmedabad, Gujarat 380 009, India
Fax +91-79-6301502

bhushan@prl.ernet.in

BOARETTO, Elisabetta

Radiocarbon Dating Laboratory/ESER Dept
Weizmann Institute of Science

Rehovot 76100, Israel

Fax +972 8 9346062
Elisabetta.Boaretto@weizmann.ac.il

BOURKE, Stephen

University of Sydney

Dept. of Archaeology A14

Sydney, New South Wales 2006, Australia
Fax +61 2 9552 1412
stephen.bourke@antiquity.usyd.edu.au

BRAILSFORD, Gordon
NIWA

Private Bag 14901, Kilbirnie
Wellington, New Zealand
g.brailsford@niwa.co.nz

BRONK RAMSEY, Christopher
University of Oxford

Research Laboratory for Archaeology
6 Keble Road

Oxford OX1 3QJ, United Kingdom
Fax +44 1865 273932
christopher.ramsey@rlaha.ox.ac.uk

! This information was provided by the organizers of the conference.



XX Participants

BROWN, Tom

Lawrence Livermore National Laboratory
CAMS L-397, PO Box 808

Livermore, California 9455, USA

Fax +925 423 7884

tabrown@lInl.gov

BRUHN, Frank

Institute of Geological and Nuclear Sciences
National Isotope Centre

30 Gracefield Rd

PO Box 31312

Lower Hutt, New Zealand

Fax +64 4 570 4657

f.bruhn@gns.cri.nz

BRYANT, Charlotte

NERC Radiocarbon Lab

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride G75 0QF, Scotland
Fax +44 1355 229829
c.bryant@nercrcl.gla.ac.uk

BUCK, Caitlin

University of Sheffield

Dept. of Probability and Statistics
Hicks Building, Hounsfield Road
Sheffield, South Yorkshire S3 7RH,
United Kingdom

Fax +44 114 222 3759
c.e.buck@shef.ac.uk

BURNEY, David

Fordham University

Dept. of Biological Sciences
441 E. Fordham Road

Bronx, New York 10458, USA
Fax +1 718 817 3645
burney@fordham.edu

BURR, G. S.

University of Arizona

Dept of Physics

1118 East Fourth St

Tucson, Arizona 85721, USA
Fax +1 520 621 9619
burr@u.arizona.edu

BUTLER, Kevin

Massey University

Geography, Private Bag 11122
Turitea Campus

Palmerston North 5551, New Zealand
Fax +64 6 350 5644
K.R.Butler@massey.ac.nz

CAIN, William

Loyola Marymount University

Dept of Chemistry

One LMU Drive

Los Angeles, California 90045, USA
Fax +310 338 2905

weain@lmu.edu

CALCAGNILE, Lucio
University of Lecce

Dept. of Innovation Engineering
Via per Monteroni

Lecce 73100, Italy

Fax +39 0831 507408
lucio.calcagnile@unile.it

CARMLI, Israel

Tel-Aviv University

Geophysics and Planetary Sciences
Ramat-Aviv, Tel-Aviv 6409282, Israel
Fax +973 3 6409282
carmii@internet-zahav.net

CARNLEY, Meredith

University of Mississippi

P.O. Box 3114

University, Mississippi 38677, USA
mlcarnle@olemiss.edu

CHAMBERS, Dawn

Institute of Geological and Nuclear Sciences
Rafter Radiocarbon Laboratory

30 Gracefield Road

Lower Hutt, New Zealand

Fax +64 4 570 4647

d.chambers@gns.cri.nz

CHERKINSKY, Alexander

Geochron Laboratories

711 Concord Avenue

Cambridge, Massachusetts 02138, USA
Fax +61 7 661 0148
acherkinsky@geochronlabs.com

CHESTER, Pamela I.
Massey University
Geography Department
c/o 36 Woodland Road
Wellington, New Zealand
p-chester@gns.cri.nz



COOK, Gordon

SUERC

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride G75 0QF, Scotland
Fax +44 1355 229898
g.cook@suerc.gla.ac.uk

COOPER, Jannine

Institute of Geological and Nuclear Sciences
Rafter Radiocarbon Laboratory

PO Box 31312

Wellington, New Zealand
j-cooper@gns.cri.nz

COTTEREAU, Evelyne

CNRS /CEA /IRSN/IRD /MCC
Lab de Mesure du Carbone 14

Bat 450 Porte 4F CEA Saclay
Gif-Sur-Yvette 91191, France

Fax +33 169 08 1557
cottereau@smacl4.cea.fr

CURRIE, Kim

NIWA

PO Box 56

Dunedin, New Zealand
Fax +64 3 479 5248
k.currie@niwa.co.nz

DAMON, Paul

University of Arizona
Department of Geosciences
Gould-Simpson Bldg. 77
Tucson, Arizona 85721, USA
Fax +1 520 621-2672
damon@geo.arizona.edu

DAVIDSON, Gregg

University of Mississippi

Geology & Geol. Eng.

Carrier 118

University, Mississippi 38677, USA
Fax +1 662 915 5998
davidson@olemiss.edu

DEE, Michael

28 Tavistock Rd

Lyall Bay

Wellington, New Zealand
mikedee@fastmail.fm

Participants XXi

DELLINGER, Franz

University of Vienna

VERA Lab

Institute for Isotope Research and Nuclear Physics
Waehringer Str 17

Vienna A-1090, Austria

Fax +43 14277 9517

delling@ap.univie.ac.at

DITCHBURN, Bob

Institute of Geological and Nuclear Sciences
National Isotope Centre

PO Box 31-312

Lower Hutt, New Zealand

Fax +64 4 5704 677

DONAHUE, Douglas
University of Arizona
Physics Dept.

1118 East Fourth St.

Tucson, Arizona 85721, USA
Fax +1 520 621 9619
djd@physics.arizona.edu

DONDERS, Timme

Utrecht University

Botanical Palaecoecology

Lpp Budapestlaan 4

Utrecht 3584 CD, the Netherlands
Fax +31 30 253 5096
t.h.donders@bio.uu.nl

DOUVILLE, Eric

LSCE / CEA / CNRS

Avenue de la Terrasse

Bat 12, Gif/Yvette F-91198, France
Fax +1 6982 3568
eric.douville@lsce.cnrs-gif.fr

FALCONER, Robin

Institute of Geological and Nuclear Sciences
National Isotope Centre

69 Gracefield Road

Lower Hutt, New Zealand

Fax +64 4 570 4600

r.falconer@gns.cri.nz

FALLICK, Tony

SUERC

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride G75 0QF, Scotland
Fax +44 1355229898
T.Fallick@suerc.gla.ac.uk



xXXii Participants

FALLON, Stewart

Center for Accelerator Mass Spectrometry
Lawrence Livermore National Laboratory
7000 East Ave, L.-397

Livermore, California 94550, USA
fallon4@lInl.gov

FIFIELD, Keith

Australian National University

Dept of Nuclear Physics

Research School of Physical Sciences
and Engineering

Canberra, ACT 0200, Australia

Fax +61 2 6125 0748
keith.fifield@anu.edu.au

FINK, David

ANSTO

Environment Division

PMB 1, Menai

Sydney, New South Wales 2234, Australia
Fax +61-2-9717-3257

fink@ansto.gov.au

FONTUGNE, Michel
LSCE / CEA / CNRS
Domaine du CNRS, Bat 12
Gif-Sur-Yvette 9119, France
Fax +33 1 69 82 35 68
fontugne@lsce.cnrs-gif. fr

FORBES, Matt

Flinders University

School of Chemistry, Physics and Earth Sciences
GPO Box 2100

Adelaide, South Australia 5001
mattyforbes@lycos.com

FRECHEN, Manfred

Leibniz Institute for Applied Geosciences
Geochronology and Isotope Hydrology
Stilleweg 2

Hannover 30655, Germany

Fax +49 511 643 3665
M.Frechen@gga-hannover.de

FRIEDRICH, Michael
Hohenheim University
Institute of Botany
Garbenstrasse 30

Stuttgart D-70593, Germany
Fax +49 711 4593355

GAGNON, Alan

WHOI

Ms#8 McLean Lab

Woods Hole, Massachusetts 02543, USA
Fax +1 508-457-2183
agagnon@whoi.edu

GARNETT, Mark

NERC Radiocarbon Laboratory
SUERC

Rankine Avenue

East Kilbride, Scotland G75 0QF, United Kingdom

Fax +441355229829
m.garnett@nercrcl.gla.ac.uk

GILLIGAN, Lorraine

Institute of Geological and Nuclear Sciences
Rafter Radiocarbon Laboratory

PO Box 31-312

Lower Hutt, New Zealand

Fax +64 4 570 4657

GLEIXNER, Gerd
Max-Planck-Institut Biogeochemie
Postfach 100164

Jena 07701, Germany
gerd.gleixner@bgc-jena.mpg.de

GOSLAR, Tomasz

Adam Mickiewicz University

Faculty of Physics

Poznan Radiocarbon Laboratory Ul. Rubiez 46
Poznan 61-612, Poland

Fax +48 61 8279781

goslar@radiocarbon.pl

GRAHAM, Ian

Institute of Geological and Nuclear Sciences
National Isotope Centre

PO Box 31-312

Lower Hutt, New Zealand

Fax +64 4 5704 677

i.graham@gns.cri.nz

GRIFFIN, Van

WHOI

Geology & Geophysics

Rm 254, McLean

Woods Hole, Massachusetts 02543, USA
Fax +508 457 2183

vgriffin@whoi.edu



GROOTES, Pieter
Christian-Albrechts Universitit
Leibniz-Labor Max-Eyth Str. 11
Kiel 24118, Germany

Fax +49 431 880 7401
pgrootes@leibniz.uni-kiel.de

GUILDERSON, Tom

Center for Accelerator Mass Spectrometry
UC/LLNL

7000 East Avenue Ms L-397

Livermore, California 94550, USA

Fax +925 423 7884

tguilderson@lInl.gov

GULLIKSEN, Steinar

Norwegian University of Science and Technology
Radiological Dating Laboratory

Sem Saelands V.5

Trondheim N-7046, Norway

Fax +4773593383

Steinar.Gulliksen@vm.ntnu.no

GULLIVER, Pauline

NERC

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride, Glasgow G75 0QF, Scotland
Fax +44 1355 229829
p-gulliver@nercrcl.gla.ac.uk

GUO, Zhiyu

Peking University

Institute of Heavy lon Physics
Beijing 100871, China

Fax +86-10-6275 1875
zhyguo@pku.edu.cn

HAIJDAS, Irka

PSIC/- ETH Honggerberg

HPK, H27 Ziirich CH-8093, Switzerland
Fax +1 633 1067

HAN, Baoxi

Peking University

Institute of Heavy Ion Physics
Beijing 100871, China

Fax +86 10 62751875
bxhan@pku.edu.cn

HATTE, Christine

LSCE / CEA / CNRS
Domaine du CNRS, Bat 12
Gif-Sur-Yvette 91198, France
Fax +33 1 69 82 35 68
hatte@lsce.cnrs-gif. fr

Participants xxiii

HEDGES, Robert

University of Oxford Research
Laboratory for Archaeology

6 Keble Road

Oxford OX1 3QJ, United Kingdom
Fax +44 1865 273932
robert.hedges@rlaha.ox.ac.uk

HEINEMEIER, Jan

AMS Laboratory

Dept. of Physics and Astronomy
Aarhus University

Aarhus C DK-8000, Denmark
Fax +45 8612 0740
jh@phys.au.dk

HENDY, Chris
University of Waikato
Private Bag 3105
Hamilton, New Zealand
Fax +64 7 838 4312

HIGHAM, Tom

University of Oxford

6 Keble Road

Oxford OX1 3QJ, United Kingdom
Fax +44 1865 273932
thomas.higham@rlaha.ox.ac.uk

HIGNEY, Elaine

SUERC

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride G75 0QF, Scotland
Fax +44 1355 229898
e.higney@suerc.gla.ac.uk

HIROTA, Masashi

National Institute for Environmental Studies
(NIES)

16-2 Onogawa

Tsukuba Baraki 305-8506, Japan

Fax +81-29-850-2736

hirota.masashi@nies.go.jp

HJ ALIAS, Kamisah

Ministry of Science, Technology and Environment
Malaysian Institute for Nuclear Technology
Research (MINT)

Complex MINT, Bangi, Kajang

Selangor 43000, Malaysia

Fax +603 89250907

kamisah@mint.gov.my



XX1V Participants

HODGINS, Greg

University of Arizona
NSF-Arizona AMS Laboratory
Physics Department

1118 E Fourth Street

Tucson, Arizona 85721, USA
Fax +520 621 9619
ghodgins@physics.arizona.edu

HOGG, Alan

University of Waikato
Private Bag 3105
Hamilton, New Zealand
Fax +64 838 4192
alan.hogg@waikato.ac.nz

HOLDAWAY, Richard

Palaecol Research

P.O. Box 16 569

Hornby Christchurch 8004, New Zealand
Fax +64 3 349 3140
piopio@paradise.net.nz

HOWARD, Angela

University of Sheffield

Department of Probability and Statistics
The Hicks Building, Hounsfield Road
Sheffield S3 7RH, England

Fax +44 114 222 3759
a.howard@sheffield.ac.uk

HUA, Quan

ANSTO Environment Division

PMB 1 Menai, New South Wales 2234, Australia
Fax +61 2 9717 9265

ghx@ansto.gov.au

HUELS, Matthias

Christian-Albrechts Universitat Leibniz
Max-Eyth-Str. 11-13

Kiel 24118, Germany

Fax +49 431 880-7401
mhuels@leibniz.uni-kiel.de

HUGHEN, Konrad

WHOI

Marine Chemistry and Geochemistry
360 Woods Hole Rd.

Woods Hole, Massachusetts 02543, USA
Fax +1 508 457 2193
khughen@whoi.edu

IMAMURA, Mineo

National Museum of Japanese History
117 Jonai-Cho

Sakura, Chiba 285-8502, Japan

Fax +81 43 486 4299
imamura@rekihaku.ac.jp

JACOBSEN, Geraldine

ANSTO Environment Division

PMB 1 Menai, New South Wales 2234, Australia
Fax +61 2 9717 9265

gej@ansto.gov.au

JEAN-BAPTISTE, Philippe
CEA-CNRS

LSCE CEA-Saclay
Gif-Sur-Yvette 91191, France
Fax +33 169087716
pjb@]Isce.saclay.cea.fr

JULL, A J Timothy
University of Arizona

Dept of Physics

1118 East Fourth St

Tucson, Arizona 85721, USA
Fax +1 520 621 9619
jull@email.arizona.edu

KEOGH, Sinead

University College Dublin
Dept of Experimental Physics
Belfield, Dublin 4, Ireland
Fax +353 1 283 7275
sineadmkeogh@eircom.net

KEY, Robert

AOS Program

Sayre Hall

Princeton University

Princeton, New Jersey 08544, USA
Fax +1 609-258-2850
key@princeton.edu

KIM, Jong-Chan

Seoul National University
School of Physics

Seoul 151-742, Korea
Fax +82 2 884 3002
jckim@phya.snu.ac.kr



KITAGAWA, Hiroyuki

Nagoya University

Graduate School of Environmental Studies
Furo-Cho, Chikusa-Ku

Nagoya, Aichi Prefecture 464-8601, Japan
Fax +81 52 789 3436
kitagawa@ihas.nagoya-u.ac.jp

KLEIN, Matthias

High Voltage Engineering Europa B.V.
P.O. Box 99

Amersfoort 3800 AB, the Netherlands
Fax +3133 4615291
mklein@highvolteng.com

KNEZOVICH, John

Center for Accelerator Mass Spectrometry
Lawrence Livermore National Laboratory
P.O. Box 808 L-397

Livermore, California 94551-0808, USA
Fax +1 925-483-7884
knezovichl@lInl.gov

KNOX, Fred

900 Ohariu Valley Road

RD, Johnsonville

Wellington 6004, New Zealand
fbmoknox@actrix.gen.nz

KORSCHINEK, Gunther
Technische Universitaet Muenchen
Fachbereich Physik E15

Garching 85748, Germany

Fax +49 89 289 14280
korschin@ph.tum.de

KRETSCHMER, Wolfgang
University of Erlangen
Physikalisches Institut
Erwin-Rommel-Str. 1

Erlangen 91058, Germany

Fax +49 9131 15249
kretschmer@physik.uni-erlangen.de

KROMER, Bernd

Heidelberg Academy of Sciences
Inf 229

Heidelberg, Germany

Fax +49 6221 546405
bernd.kromer@jiup.uni-heidelberg.de

Participants XXV

KRULL, Evelyn

CSRO Land & Water

PMB 2

Glen Osmond, South Australia 5064, Australia
Fax +64 8 8303 8550

evelyn krull@csiro.au

KUSUMGAR, Sheela

ICHR Radiocarbon Laboratory

18 Eskimo’s Enclave,

Behind TV Tower, Bodakdev
Ahmedabad, Gujarat 380 054, India
sheela@wilnetonline.net

KUTSCHERA, Walter

University of Vienna

VERA Lab

Institute for Isotope Research and Nuclear Physics
Waehringer Str 17

Vienna A-1090, Austria

Fax +43 14277 9517
walter.kutschera@univie.ac.at

KUZMIN, Yaroslav

Pacific Institute of Geography
Radio St. 7

Vladivostok 690041, Russia
Fax +7 4232 312159
ykuzmin@tig.dvo.ru

LANGE, Todd

University of Arizona

Physics/NSF Arizona AMS Facility
1118 E. 4th Street

PAS Bldg 81 Rm 236

Tucson, Arizona 85721, USA

Fax +1 520-621-9619
lange@physics.arizona.edu

LEAVITT, Steven W.

University of Arizona

Laboratory of Tree-Ring Research
105 W. Stadium, Bldg. 58
Tucson, Arizona 85721, USA

Fax +1 520 621 8229
sleavitt@ltrr.arizona.edu

LEONARD, Alexander
University of Arizona

NSF AMS Lab

3113 North Needham Place
Tucson, Arizona 85716, USA
Fax +1 520 621 9619
alexanderleonard@hotmail.com



XXVi Participants

LIFTON, Nathaniel

University of Arizona

Geosciences Department

1040 East 4th Street, Building 77
Tucson, Arizona 85716-3521, USA
Fax +01-520-621-2672
lifton@geo.arizona.edu

LIU, Kexin

Peking University

Institute of Heavy Ion Physics
Beijing 100871, China

Fax +86 10 62751875
kxliu@pku.edu.cn

LIU, Tsung-Kwei

National Taiwan University
Geosciences

245 Choushan Road

Taipei 10617, Taiwan

Fax +886 2 236 57380
liutk@ccems.ntu.edu.tw

LOWE, Dave

NIWA

Private Bag 14901, Kilbirnie
Wellington, New Zealand
d.lowe@niwa.co.nz

LOWE, David J.

University of Waikato
Department of Earth Sciences
Private Bag 3105

Hamilton, New Zealand

Fax +64 7 856 0115
d.lowe@waikato.ac.nz

MARQUES GOUVEIA, Susy Eli
University of Sao Paulo

14C Laboratory

Centre for Nuclear Energy in Agriculture
Av. Centenario, 303

Piracicaba, Sdo Paulo 13400-970, Brazil
Fax +55 19 3429 4656
susyeli@cena.usp.br

MASUDA, Kimiaki

Nagoya University

Solar-Terrestrial Environment Laboratory
Chikusa-Ku, Furo-Cho

Nagoya 464-8601, Japan

Fax +81 52 789 4313
kmasuda@stelab.nagoya-u.ac.jp

MATSUZAKI, Hiroyuki

The University of Tokyo

Research Center for Nuclear Science
and Technology

2-11-16, Yayoi, Bunkyo-Ku

Tokyo 113-0032, Japan

Fax +81-3-5841-2950
hmatsu@malt.renst.u-tokyo.ac.jp

MCCLURE, Mark

University of Arizona

Radiocarbon

4717 East Fort Lowell Road, Room 104
Tucson, Arizona 85712-1201, USA

Fax +520-881-0554
editor@radiocarbon.org

MCFADGEN, Bruce

Victoria University of Wellington
Stout Research Centre for NZ Studies
PO Box 600

Wellington, New Zealand
Bruce.McFadgen@vuw.ac.nz

MCGEEHIN, John

U.S. Geological Survey

12201 Sunrise Valley Drive Ms-926a
Reston, Virginia 20192, USA

Fax +1 703 648 6032
mcgeehin@usgs.gov

MCKINNON, Helen
University of Waikato
Private Bag 3105

Hamilton 2001, New Zealand
Fax +64 7 8384192
h.mckinnon@waikato.ac.nz

MCNICHOL, Ann

NOSAMS / WHOI

MS 8, McLean Laboratory

Woods Hole, Massachusetts 02543, USA
Fax +1 508 457 2183
amcnichol@whoi.edu

MEADOWS, John

University College London

Institute of Archaeology

31-34 Gordon Square

London WCI1H OPY, United Kingdom
Fax +44 20 7383 2572
j-meadows@ucl.ac.uk



MENOT-COMBES, Guillemette
Cerege / WHOI

Europole de L’ Arbois BP50

Aix en Provence 13545, France
gmenot@whoi.edu

MICHCZYNSKA, Danuta
Silesian University of Technology
Radiocarbon Laboratory

Institute of Physics
Krzywoustego 2

Gliwice 44-100, Poland

Fax +48 32 237 2254
djm@radiocarbon.gliwice.pl

MICHCZYNSKI, Adam

Silesian University of Technology
Institute of Physics

Bolesawa Krzywoustego 2
Gliwice 44-100, Poland

Fax +48 32 237 2254
amichcz@polsl.gliwice.pl

MIHARA, Shozo
Kyushu University

Graduate School of Social and Cultural Studies

4-2-1, Ropponmatsu, Chuou-Ku
Fukuoka City, Fukuoka Prefecture
810-8560, JAPAN

Fax +81-92-726-4611
¢s200027@scs.kyushu-u.ac.jp

MILLARD, Andrew

University of Durham

Department of Archaeology

South Road

Durham DH1 3LE, United Kingdom
Fax +44 191 334 1101
a.r.millard@durham.ac.uk

MIYAHARA, Hiroko

Nagoya University

Solar-Terrestrial Environment Laboratory
Furo-Cho, Chikusa-Ku

Nagoya City, Aichi 464-8601, Japan

Fax +81 52 789 4313
miyahara@stelab.nagoya-u.ac.jp

MOLLENHAUER, Gesine

WHOI

Marine Chemistry and Geochemistry
360 Woods Hole Road Ms #4

Woods Hole, Massachusetts 02543-1543, USA

Fax +1 508 457 2164
gmollenhauer@whoi.edu

Participants  xxvii

MOLNAR, Mihaly

Hungarian Academy of Sciences
Institute of Nuclear Research
PO Box 51

Debrecen 4026, Hungary

Fax +36 52 416181
mmol@atomki.hu

MONTLUCON, Daniel

WHOI

Marine Chemistry and Geochemistry Dept. Ms# 4
Woods Hole, Massachusetts 02543-1543, USA
Fax +1 508 4572164

dmontlucon@whoi.edu

MORETON, Steven

NERC Radiocarbon Laboratory

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride G75 0QF, United Kingdom
Fax +44 1455 229829
s.moreton@nercrcl.gla.ac.uk

MORGENSTERN, Uwe
GNS National Isotope Centre
PO Box 30368

Lower Hutt, New Zealand
Fax +64 4 570 4603
u.morgenstern@gns.cri.nz

MORIMOTO, Maki

Nagoya University

Graduate School of Environmental Studies

c/o: Hydrospheric Atmospheric Research Center
Furo-Cho, Chikusa-Ku,

Nagoya, Aichi 464-8601, Japan

Fax +81 52 789 3469
morimoto@jihas.nagoya-u.ac.jp

MURAYAMA, Masafumi

Kochi University

Center for Advanced Marine Core Research
B200 Monobe

Nankoku City, Kochi 783-8502, Japan

Fax +81 88 864 6727
murayama@cc.kochi-u.ac.jp

NADEAU, Marie-Josee
Christian-Albrechts Universitat Zu Kiel
Leibniz-Labor

Max-Eyth Str. 11

Kiel 24118, Germany

Fax +49 431 880 7401
mnadeau@]leibniz.uni-kiel.de



xxviii  Participants

NADEL, Dani

University of Haifa

Zinman Institute of Archaeology
Haifa, Mt Carmel 31905, Israel
Fax +00972 4-8249876
dnadel@research.haifa.ac.il

NAEGLER, Tobias

LSCE

L’Orme des Merisiers
Gif-Sur-Yvette F-91191, France
Fax +33169087716
naegler@lsce.saclay.cea.fr

NAKAMURA, Toshio

Nagoya University

Center for Chronological Research

Chikusa Ward

Nagoya City, Aichi Prefecture 464-8602, Japan
Fax +52 789 3092
nakamura@nendai.nagoya-u.ac.jp

NAYSMITH, Philip

SUERC

Scottish Enterprise Technology Park
Rankine Avenue

East Kilbride, G75 0QF, Scotland
Fax +44 1355 229898
p-naysmith@suerc.gla.ac.uk

NDEYE, Maurice

Université Cheikh Anta Diop
IFAN

BP 206 Dakar, Senegal

Fax +221 824 49 18
soukouma@hotmail.com

NICHOLLS, Geoff

Auckland University
Mathematics Department
Auckland, New Zealand

Fax +64 9 3737457
nicholls@math.auckland.ac.nz

NORRIS, Margaret

Institute of Geological and Nuclear Sciences
Rafter Radiocarbon Laboratory

30 Gracefield Rd

Lower Hutt, New Zealand
m.norris@gns.cri.nz

NORTON, Greg

National Electrostatics Corp

7540 Graber Road

PO Box 620310

Middleton, Wisconsin 53562, USA
Fax +1 608 831 9591
nec@pelletron.com

OBELIC, Bogomil

Rudjer Boskovié Institute
Radiocarbon and Tritium Laboratory
Bijenicka 54, PO Box 180

Zagreb 10000, Croatia

Fax +385 1 4680239
Bogomil.Obelic@irb.hr

ODA, Hirotaka

Nagoya University

Center for Chronological Research
Furo-Cho, Chikusa

Nagoya, Aichi 464-8602, Japan
Fax +81 52 789 3092
oda@nendai.nagoya-u.ac.jp

OHMICHI, Juntaro

Nihon University

College of Humanities and Sciences
3-25-40 Sakurajosui

Setagaya-Ku, Tokyo 156-0045, Japan
ohmichi@chs.nihon-u.ac.jp

OKUNO, Mitsuru

Fukuoka University

Department of Earth System Science
8-19-1 Nanakuma, Jonan-Ku
Fukuoka, Fukuoka 814-0180, Japan
Fax +81 92 865 6030
okuno@fukuoka-u.ac.jp

OLSEN, Jesper

Aarhus University

Department of Physics and Astronomy
Aarhus University

Aarhus C DK-8000, Denmark

Fax +45 86 12 07 40
jespero@phys.au.dk

OMOTO, Kunio
Nihon University

Dept. Geogr., Coll. Humanities and Sciences

25-40, 3-Chome, Sakurajosui
Setagaya-Ku, Tokyo 156-8550, Japan
Fax +81 3 5317 9429
omoto@chs.nihon-u.ac.jp



ORIWALL, Angelika

CAU Kiel Leibniz-Labor
Max-Eyth Str. 11

Kiel 24118, Germany

Fax +49 431 880 7401
angelika@]leibniz.uni-kiel.de

PALONEN, Vesa

Helsinki University

Accelerator Laboratory

Physics Department

P.O. Box 43

Helsingin Yliopisto 00014, Finland
Fax +358 9 19150042
vesa.palonen@helsinki.fi

PARK, J. H.

Chung-Ang University
Department of Physics
Dongjak-Ku, Huksuk-Dong 221
Seoul 156-756, Korea

Fax +82 2 825 5892
junghun@wm.cau.ac.kr

PARK, Michelle

Institute of Geological and Nuclear Sciences
National Isotope Centre

PO Box 31-312

Lower Hutt, New Zealand

Fax +64 4 5704 677

M.Park@gns.cri.nz

PARSHOTAM, Aroon

Landcare Research

Private Bag 11 052

Palmerston North, New Zealand
Fax +64 6 355 9230
parshotama@landcareresearch.co.nz

PATERNE, Martine

LSCE / CEA / CNRS
Domaine du CNRS, Bat 12
Gif-Sur-Yvette 91198, France
Fax +33 1 69 82 35 68
paterne@lsce.cnrs-gif. fr

PAZDUR, Anna

Silesian University of Technology
Radiocarbon Laboratory

Institute of Physics

Krzywoustego 2

Gliwice 44-100, Poland

Fax +48 32 237 2254
anna.pazdur@radiocarbon.gliwice.pl

Participants

PESSENDA, Luiz Carlos Ruiz
University of Sao Paulo

C-14 Laboratory

Center for Nuclear Energy in Agriculture
Avenida Centenario 303

Piracicaba, Sdo Paulo 13416-000, Brazil
pessenda@cena.usp.br

PETCHEY, Fiona

University of Waikato
Radiocarbon Dating Laboratory
Private Bag 3105

Hamilton 2001, New Zealand
Fax +64 07 838 4192
fpetchey@waikato.ac.nz

PLASTINO, Wolfango
University of Roma Tre
Department of Physics

Via Della Vasca Navale, 84
Rome [-00146, Italy

Fax +39 06 5579303
plastino@fis.uniroma3.it

POVINEC, Pavel

TAEA Marine Environment Laboratory
4 Quai Antoine ler

Monte Carlo MC-98012, Monaco

Fax +377 9797 7273
p-povinec@iaea.org

PRIOR, Christine A.

Institute of Geological and Nuclear Sciences
Rafter Radiocarbon Laboratory

30 Gracefield Road

Lower Hutt 6315, New Zealand

Fax +64 4 570 4657

c.prior@gns.cri.nz

QUARTA, Gianluca

University of Lecce

Dept. of Innovation Engineering
Via per Monteroni

Lecce 73100, Italy

Fax +39 0831 507408
gianluca.quarta@unile.it

REIMER, Paula

XXIX

Lawrence Livermore National Laboratory/CAMS

P.O. Box 808

Livermore, California 94551, USA
Fax +1 925 423 7884
pjreimer@linl.gov



XXX Participants

RETHEMEYER, Janet
University of Kiel Leibniz-Labor
Kiel 24118, Germany

Fax +49 431 880 7401
jrethemeyer@leibniz.uni-kiel.de

RIECK, Anke
Christian-Albrechts Universitét
Zu Kiel Leibniz-Labor
Max-Eyth Str. 11

Kiel 24118, Germany

Fax +49 431 880 7401
arieck@]leibniz.uni-kiel.de

ROWE, Marvin

Texas A&M University

Chemistry Dept

P.O. Box 30012

College Station, Texas 77842-3012, USA
Fax +1 979 845 4719
rowe@mail.chem.tamu.edu

SAKAMOTO, Minoru

National Museum of Japanese History
117 Jonai-Cho

Sakura, Chiba 285-8502, Japan

Fax +81 43 486 4299
sakamoto@rekihaku.ac.jp

SAKURALI, Hirohisa

Yamagata University

Dept. of Physics

1-4-12 Kojirakawa

Yamagata City, Yamagata 990-8560, Japan
Fax +81-23-628-4567
sakurai@sci.kj.yamagata-u.ac.jp

SANTOS, Guaciara dos

University of California

Earth System Science

220 Rowland Hall

Irvine, California 92697-3100, USA
Fax +1 949 824 3256
gdossant@uci.edu

SCHAREF, Andreas

Universitit Erlangen-Niirnb
Abt. IV Erwin-Rommelstr. 1
Erlangen 91058 E, Germany
scharf@physik.uni-erlangen.de

SCHNEIDER, Robert

NOSAMS/WHOI

Mail Stop 8

Woods Hole, Massachusetts 02543, USA
Fax +508 457 2183
rschneider@whoi.edu

SCOTT, Marian

University of Glasgow

Dept of Statistics

University Gardens

Glasgow G12 8QW, United Kingdom
Fax +44 141 330 4814
marian@stats.gla.ac.uk

SEKAR, Balasubramanian

Birbal Sahni Institute of Palacobotany
C-14 Dating

53, University Road

Lucknow, Uttar Pradesh 226 007, India
Fax +91 0522 2740485

sekar b2001@yahoo.co.in

SERGI, Antonino

University of Rome “La Sapienza”
P. Le Aldo Moro 2

Rome 00185, Italy

Fax +39 06 4991 4208
Antonino.Sergi@Romal.infn.it

SHANMUGANANDAN, S
Madurai Ramaraj University
Dept. of Geography
Madurai 625021, India

SHEN, Chengde

Chinese Academy of Sciences
Guangzhou Institute of Geochemistry
Wushan Guangzhou

Guangdong 510640, P. R. China

Fax +86 20 8529 0705
cdshen@gig.ac.cn

SHIBATA, Ken

The University of Tokyo

Institute of Environmental Studies
Yanagisawa Laboratory

5th Building of School of Engineering
Bunkyo-Ku, Tokyo 113-8656, Japan
Fax +81 3 5841 8583
ken.shibata@yy.t.u-tokyo.ac.jp



SKOG, Goran

Lund University

Radiocarbon Dating Laboratory
Solvegatan 12

Lund S-223 62, Sweden

Fax +46 46 2224830
Goran.Skog@C14lab.lu.se

SLATER, Greg

WHOI

Marine Chemistry and Geochemistry
MS#4, 360 Woods Hole Road

Woods Hole, Massachusetts 02543, USA
Fax +1 508-457-2164

gslater@whoi.edu

SMITH, Andrew

ANSTO Environment

PMB 1 Menai, New South Wales 2234, Australia
Fax +61 2 9717 3257

ams(@ansto.gov.au

SOUTHON, John

University of California, Irvine
Earth System Science

Dept 220 Rowland Hall

Irvine, California 92697, USA
Fax +1 949-824-3874
jsouthon@uci.edu

SPARKS, Rodger

Institute of Geological and Nuclear Sciences
Rafter Radiocarbon Laboratory

PO Box 31-312

Lower Hutt, New Zealand
r.sparks@gns.cri.nz

STEIER, Peter

University of Vienna

VERA Lab

Institute for Isotope Research and Nuclear Physics
Wacehringer Str 17

Vienna A-1090, Austria

Fax +43 14277 9517

peter.steier@univie.ac.at

STEIN, Mordechai
Geological Survey of Israel
30 Malkhe Yisrael St.
Jerusalem 95501, Israel
Fax +972 2 566 2581
motis@vms.huji.ac.il

Participants XXX1

STEWART, Michael

Institute of Geological and Nuclear Sciences
National Isotope Centre

PO Box 30368

Lower Hutt, New Zealand
m.stewart@gns.cri.nz

SUTER, Martin

ETH Physics
ETH-Honggerberg, HPK, H31
Zirich CH-8093, Switzerland
Fax +41 1 633 1067
martin.suter@phys.ethz.ch

SUTTON, Kelly

Institute of Geological and Nuclear Sciences
Rafter Radiocarbon Lab

Lower Hutt, New Zealand

SWANSTON, Chris

Lawrence Livermore National Laboratory
Center for Accelerator Mass Spectrometry
PO Box 808, L-397

Livermore, California 94550, USA

Fax +92 5423 7884

swanston@lInl.gov

SZANTO, Andrea Zsuzsanna
Hungarian Academy of Sciences
Institute of Nuclear Research

P O Box 51

Debrecen 4026, Hungary

Fax +36 52 416181
aszanto@atomki.hu

SZIDAT, Soenke

University of Berne

Laboratory of Radiochemistry and
Environmental Chemistry
Freiestrasse 3

Bern 3012, Switzerland

Fax +41 31 6314220
szidat@iac.unibe.ch

TAKAHASHI, Hiroshi

National Institute of Advanced Industrial Science
and Technology

Geological Survey of Japan

Central 7, 1-1-1, Higashi

Tsukuba, Ibaraki 305-8567, Japan

Fax +81 29 861 3479

h.a.takahashi@aist.go.jp



xxxil  Participants

TALAMO, Sahra

Heidelberg Academy of Sciences
Inf 229

Heidelberg D-69120, Germany

Fax +49 6221 546405
sahra.talamo@iup.uni-heidelberg.de

TATE, Kevin

Landcare Research

Private Bag 11052

Palmerston North, New Zealand
Fax +6 355 9230
tatek@landcareresearch.co.nz

TAYLOR, Claude B.

Institute of Geological and Nuclear Sciences
National Isotope Centre

28 Wyndrum Avenue

Lower Hutt, New Zealand

Fax +64 4 5862124
sandbagger5@xtra.co.nz

TISNERAT-LABORDE, Nadine
LSCE / CEA / CNRS

Avenue de la Terrasse
Gif-Sur-Yvette 91198, France
Fax +33 1 69 82 35 68
tisnerat@lsce.cnrs-gif.fr

TSUCHIYA, Rie

Nagoya University

Graduate School of Environmental Studies
Furo-Cho, Chikusa-Ku

Nagoya 464-8601, Japan
$020127m@mbox.nagoya-u.ac.jp

TURNBULL, Jocelyn

University of Colorado

INSTAAR

1560 30th St, 450 UCB

Boulder, Colorado 80309-0450, USA
Fax +1 303 492 6388
jocelyn.turnbull@colorado.edu

UCHIDA, Masao
Japan Marine Science & Technology Centre
MIO 2-15 Natsushimatyou, Yokosuka, Japan

UHL, Thomas

Universitét Erlangen-Niirnberg
Physikalische Institut IV (KORA)
Erwinn-Rommel-Str. 1

Erlangen 91058, Germany

Fax +49 9131 15249
uhl@physik.uni-erlangen.de

VAN DER BORG, Klaas

Utrecht University

Faculty of Physics and Astronomy
Princetonplein 5

Utrecht 3584 CC, the Netherlands
Fax +31 30 2532532
k.vanderborg@phys.uu.nl

VAN DER PLICHT, Johannes
Groningen University

Center for Isotope Research
Nijenborgh 4

Groningen 9747 AG, the Netherlands
Fax +31 50 363 4738
plicht@phys.rug.nl

VAN STRYDONCK, Mark

Royal Institute for Cultural Heritage
Jubelpark 1

Brussels B-1000, Belgium

Fax +322 7320105
mark.vanstrydonck@kikirpa.be

WACKER, Lukas

ETH Ziirich

Institute of Particle Physics
Hpk H25 ETH-Honggerberg
Ziirich 8093, Switzerland
Fax +41 1 633 1067
wacker@multisports.ch

WESTBROOK, Jessica
University of California, Berkeley
Department of Plant Biology

1 Cyclotron Rd 70a/4403
Berkeley, California 94720, USA
Fax +1 510-486-5496
jawestbrook@lbl.gov

WESTLAKE, Richard

Institute of Geological and Nuclear Sciences
P O Box 8052

The Terrace, Wellington 6015, New Zealand

WILD, Eva Maria
University of Vienna
VERA Lab

Institute for Isotope Research and Nuclear Physics

Wacehringer Str 17
Fax +43 14277 9517
eva.maria.wild@univie.ac.at



WILLIAMS, Allan
NIWA

Private Bag 14901
Wellington, New Zealand
w.allan@niwa.co.nz

WILMSHUT, Janet

Landcare Research, Ecosystems South
PO Box 69

Lincoln 8152, New Zealand
wilmshurstj@landcareresearch.co.nz

WU, Xiaohong
Peking University

Department of Conservation & Archaeological

Science

College of Archaeology & Museology
Beijing 100871, P. R. China

Fax +86 10 62757493
wuxh@pku.edu.cn

XU, Li

WHOI

Geology and Geophysics/NOSAMS

360 Woods Hole Road

Woods Hole, Massachusetts 02543, USA
Fax +1 508 457 2183

Ixu@whoi.edu

XU, Sheng

SUERC

University of Glasgow

Scottish Enterprise Technology Park

East Kilbride, Glasgow G75 0QF, Scotland
Fax +44 1355 229898
s.xu@suerc.gla.ac.uk

XU, Xiaomei

University of California, Irvine
Earth System Science Department
220 Rowland Hall

Irvine, California 92697-3100, USA
Fax +949 824 3874

xxu@uci.edu

Y1, Weixi

Chinese Academy of Sciences
Guangzhou Institute of Geochemistry
Waushan Guangzhou

Guangdong 510640, P. R.China

Fax +86 20 8529 0705
cdshen@gig.ac.cn

Participants  xxxiii

YOSHIDA, Kunio

The University of Tokyo

The University Museum

3-1 Hongo 7-Chome

Bunkyo-Ku, Tokyo 113-0033, Japan
Fax +81 3 5841 8450
gara@um.u-tokyo.ac.jp

YUM, Jong-Gwon

AMS Laboratory

National Center for Inter-University Facilities
Bldg. 139, San 56-1 Silim, Gwanak

Seoul 151-742, Korea

Fax +82 2 880 5781

paulyum@yonsei.ac.kr

YUN, Chong Cheoul

Chung-Ang University
Department of Physics

221 Huk Suk-Dong, Dong Jak-Ku
Seoul 156-756, Korea

Fax +82 2 825 4988
ccyun@ms.cau.ac.kr

ZAITSEVA, Ganna

The Institute for the History of Material Culture
Radiocarbon Laboratory

Dvortsovaya Naberezhnaya 18

St. Petersburg 191186, Russia

Fax +7 812 311 8156

ganna@mail.wplus.net

ZHOU, Weijian

Chinese Academy of Sciences
Institute of Earth Environment
No. 10 Fenghui South Rd
Hi-Tech Zone, P O Box 17
Xi’an, Shaanxi 710075, China
Fax +86 29 832 0456
weijian@loess.llqg.ac.cn

ZOPPI, Ugo

ANSTO

Environment Division

Building 53

PMB 1 Menai, New South Wales 2234, Australia
Fax +61 2 9717 3257

ugo(@ansto.gov.au



RADIOCARBON, Vol 46, Nr 1, 2004, p 1-4 © 2004 by the Arizona Board of Regents on behalf of the University of Arizona

INITIAL RESULTS WITH LOW ENERGY SINGLE STAGE AMS

J B Schroeder « T M Hauser « G M Klody « G A Norton

National Electrostatics Corporation, Middleton, Wisconsin, USA. Email: nec@pelletron.com.

ABSTRACT. The National Electrostatics Corporation has built and tested a prototype low energy, open-air, single stage car-
bon accelerator mass spectrometry (AMS) system (patent pending). The configuration tested has a standard 40-sample, multi-
cathode SNICS source on a 300-kV deck. The beam is mass analyzed before acceleration to a gas stripper located at ground.
The '“C* ions are separated from '3C* and >C* arising from the molecular breakup by a 90° analyzing magnet immediately
after the gas stripper which acts as a molecular dissociator. The '“C* beam passes through an electrostatic spherical analyzer
before entering the particle detector. The observed '“C/'2C precision is better than 5%o with a sensitivity of better than
0.05 dpm/gmC. A first single stage AMS system has been ordered. The configuration of this system will be discussed.

INTRODUCTION

The vast majority of accelerator mass spectrometry (AMS) systems are based on dual stage (tandem),
high pressure gas-insulated, high voltage, electrostatic accelerators. Briefly, in existing AMS instru-
ments, the sample to be measured is placed in a negative ion source relatively close to ground poten-
tial. In the ion source, some of the atoms/molecules of the sample are negatively ionized, filtered, and
injected into a tandem accelerator, where they are accelerated to the positively-charged high voltage
terminal. There they enter a “stripper” (commonly, a long, narrow tube filled with rarified gas) where
2 or more electrons are removed (stripped) so they become positively charged. Then, they are accel-
erated back to ground potential and are analyzed and measured. A secondary but highly advanta-
geous feature of the stripper is that interfering molecular ions are dissociated by collisions with the
stripper gas and, hence, are prevented from introducing errors in the isotopic ratio measurements.

Until recent years, all of these systems have terminal potentials in the multimillion volt range and
utilize charge states 3+ or 4+. Though the level of performance of these machines is high, they have
the disadvantage of being relatively large and expensive. The group, under the direction of Martin
Suter at ETH Honggerberg, has shown that a small, 0.5 MV tandem accelerator, using the 1+ charge
state for carbon, provides high-precision measurements similar to the multimillion volt systems
(Suter et al. 1999; Synal et al. 2000). In addition to the system built at ETH, 3 similar commercial
systems are in use and a fourth system is in manufacture. During factory tests, all the systems pres-
ently in use routinely demonstrated precisions between 3%o and 5%o for carbon.

Experiments with these low voltage tandems indicated that complete molecular destruction can be
achieved at energies as low as 250 keV. This suggested that a relatively low voltage, open-air insu-
lated accelerator could be a practical alternative to a high pressure gas-insulated tandem. Further-
more, molecular destruction occurs after the first acceleration stage, rendering the second stage
acceleration superfluous for the purposes of AMS. Indeed, this second stage has the disadvantage of
allowing for charge exchange of molecular fragments, yielding ions with momentum equal to the
rare isotope.

Based on these considerations, the National Electrostatics Corporation developed a new device, the
Single Stage Accelerator Mass Spectrometer (SSAMS).

EXPERIMENTAL

A prototype system was built and tested over a 1-yr period. A 300-kV deck was constructed (Figure
1) with a standard 40 sample multi-cathode source of negative ions by cesium sputtering (40 MC-
SNICS), followed by a 90° mass analysis magnet. The injection energy was about 40 keV.

© 2004 by the Arizona Board of Regents on behalf of the University of Arizona
Proceedings of the 18th International Radiocarbon Conference, edited by N Beavan Athfield and R J Sparks
RADIOCARBON, Vol 46, Nr 1, 2004, p 1-4



2 J B Schroeder et al.

Figure 1 Prototype Single Stage AMS system with the acceleration tube exiting the 300 kV deck to the left, followed by
the gas stripper and 90° energy analysis magnet.

In sequence, the gas stripper (molecular dissociator), energy analysis magnet, and electrostatic
spherical analyzer are all located at ground potential, followed by the silicon surface barrier detec-
tor. This system allows for the transmission of the mass 14 beam only. The current of the mass 12
negative ion beam is measured in an offset suppressed Faraday cup immediately after the 90° ana-
lyzing magnet on the 300 kV deck. Figure 2 shows the system configuration.
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Figure 2 The prototype Single Stage AMS system has the 40 sample negative carbon source followed by a 90°
permanent magnet for mass analysis. The mass 12 beam was measured before acceleration. The gas stripper, 90°
analyzing magnet, 90° electrostatic spherical analyzer, and detector are located at ground potential.
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The system is equipped with four 250 L/sec turbo molecular pumps. The first is located immediately
after the ion source before the first 90° magnet. Two of the turbo pumps are located on the differen-
tially-pumped gas stripper housing. It provides a stripper thickness of about 2 pug/cm? using either
nitrogen or argon. The 4th turbo molecular pump is located on the housing of the 90° electrostatic
spherical deflector. During AMS measurements, the vacuum maintained along the beamline, outside
of the gas stripper, was between 107 to 10-7 Torr.

Experiments were conducted using graphite from Poco, ANU sucrose, OXII, beer, and Alfa Aesar
for background measurements. The beam currents ranged from 80 pA to 100 pA, of which about
50% was C—. The deck potential was varied from 250 kV to 300 kV for a “C*™ beam energy at the
detector of 290 keV to 340 keV.

RESULTS

Unlike all other high-precision accelerator-based AMS systems, the mass 12 and mass 13 beams
were only measured at the low energy Faraday cup. Therefore, it was necessary to do an experiment
to determine the actual particle transmission from the source to the detector. The system configura-
tion would allow the transmission of the mass 13 beam through the stripper to the detector by vary-
ing the injection parameters to measure the mass 13 beam at the low energy offset cup. From this
measurement, it was determined that the particle transmission was 52% at a deck bias of 300 kV,
which is consistent with the expected stripping yield for carbon (Synal et al. 2000).

Background, precision, and efficiency measurements were done from a deck potential of 250 kV to
300 kV. There was no significant variation in this range. For background measurements, graphite
from Alfa Aesar was used. Backgrounds from 48,000 BP (based on 724 '“C events) to 51,000 BP
were seen.

Measurements of precision were done using graphite made from beer CO,. Measurements taken
over 3 cathodes positioned in 3 different quadrants of the standard 40-sample MC-SNICS cathode
disk yielded a routine precision of 5%o for 259,330 'C events. The best precision seen was 3%o.

The increased scattering expected at these low beam energies is cause for concern related to '“C
transmission through the stripper tube. The “C events given above required a charge collection of
0.103 Coulombs on the low energy mass 12 cup. This corresponds to 69% of the typical efficiency
of a 3 MV tandem AMS system. Table 1 compares the efficiencies of 3.0 MV tandem, 0.5 MV tan-
dem, and 0.3 MV single stage AMS systems.

Table 1 Beam efficiency comparison.

Beam energy 12C charge Efficiency?
AMS system at stripper Sample collected 14C events  (scattering loss)
IAAP 2.66 MeV ANU 0.0637 Coulombs 627,061 1.00
Poznan® 0.51 MeV OXII 0.0487 Coulombs 404,403 0.95

Single stage 0.33 MeV Beerd 0.1030 Coulombs® 259,331 0.69

aEfficiency reduced because of scattering loss in the stripper relative to the IAA system after normalization to fraction modern.
bInstitute of Accelerator Analysis, Japan, factory test.

¢Poznan Radiocarbon Laboratory, Poland, factory test.

dUsed 1.08 fraction modern.

¢Measured at low energy Faraday cup; used 0.52 particle transmission.
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CONCLUSION

The prototype design was targeted at users with modest precision requirements (5%o) and that goal
was successfully demonstrated. However, the results of this experiment clearly indicate that a more
complex design with simultaneous or sequential injection will provide the same or better back-
ground, precision, and efficiency. Accelerating only the mass 14 beam through the system does not
provide the same level of confidence as sequential or simultaneous injection where mass 13 and 12
beams are measured after molecular disassociation and high-energy analysis.

The first commercial version of the system will have sequential injection and is presently in manu-
facture. The system is being built for the Radiocarbon Laboratory at the Geobiosphere Science Cen-
ter in Lund, Sweden. In this configuration (Figure 3), the dual ion source injector is located near
ground potential, with the gas stripper and the high energy analysis system with detector located on
the 250 kV deck. Beam testing is scheduled to begin in Spring 2004.

5.25M
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Figure 3 The first commercial Single Stage AMS system is equipped with a sequential, dual ion source injector, allowing
mass 12 and 13 to be measured after the final 90° analyzing magnet on the high-voltage deck. This configuration is the
reverse of the prototype with the injector system at ground potential to allow greater sample handling flexibility.
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ABSTRACT. High precision for radiocarbon cannot be reached without profound insight into the various sources of uncer-
tainty which only can be obtained from systematic investigations. In this paper, we present a whole series of investigations
where in some cases '°0:170:180 served as a substitute for 12C:!3C:4C. This circumvents the disadvantages of event counting,
providing more precise results in a much shorter time. As expected, not a single effect but a combination of many effects of
similar importance were found to be limiting the precision.

We will discuss the influence of machine tuning and stability, isotope fractionation, beam current, space charge effects, sputter
target geometry, and cratering. Refined measurement and data evaluation procedures allow one to overcome several of these
limitations. Systematic measurements on FIRI-D wood show that a measurement precision of 20 “C yr (1 o) can be
achieved for single-sputter targets.

INTRODUCTION

When accelerator mass spectrometry (AMS) for radiocarbon measurements was introduced some
25 yr ago, it was generally believed that it would not be able to reach the precision of beta counting.
This was based on the notion that AMS facilities are much more complex and, thus, possess more
sources of uncertainty. If counting statistics are improved by extended measurement duration, these
systematic errors become significant. Thus, a precise analysis is a prerequisite for improvement.

The archaeologist usually asks for the accuracy of data, i.e. the maximum deviation from the “true”
sample age. However, we can determine only the precision (i.e. the reproducibility of the result) if
we would do the same measurement over and over. If only a part of the measurement is repeated
(e.g. the AMS measurement but not the sample preparation), the uncertainty is underestimated. In
this paper, we focus on samples containing several mg of carbon, where the sample size imposes no
limit on counting statistics for AMS.

In a rough classification, uncertainty can be attributed to counting statistics, fractionation, contami-
nation, and limited instrumental precision (e.g. of Faraday cups). Fractionation and contamination
take place both in nature and in the laboratory. Carbon contamination already present when the sam-
ple arrives in the laboratory has to be carefully removed, because a suitable correction is usually not
possible. Contamination in the laboratory is traced by suitable “blank” materials which undergo the
same treatment as the samples. Laboratory contamination is more critical for AMS than for decay
counting, since the AMS samples are significantly smaller.

In AMS, the '“C content is always measured relative to '2C and/or '3C. These isotopes serve as an
intrinsic tracer for the yield of the various processes. Therefore, knowledge of the yield is only of
importance for the measurement precision if it differs for the various isotopes. Such fractionation
can occur in every step where the yield is less than 100%. Many physical and chemical fractionation
processes (both in nature and laboratory) show a simple dependence on the isotope mass, i.e. the
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fractionation of #C/!2C is twice the fractionation of '3C/12C. This is called mass dependent fraction-
ation by Thiemens (1999) and corresponds to “b = 2” in Wigley and Muller (1981). In this paper, we
will call it strictly mass dependent fractionation. The measured '*C/!12C ratio can be corrected by
normalizing the measured 13C/!2C ratio to the nominal value of §13C = —25%o (Stuiver and Polach
1977). Precise '“C dating relies on the assumption that all natural fractionation before the sample
arrives in the laboratory is strictly mass dependent. Whereas AMS allows measuring 3C/!2C in
combination with *C/12C, decay counting requires a separate determination.

Laboratory fractionation effects are large in AMS machines. The main factors are the negative ion
yield in the ion source (Nadeau et al. 1987), the stripping efficiency (Finkel and Suter 1993), and the
ion-optical transmission through the whole machine. The raw 13C3*/12C3* and 4C3*/12C3* ratios
measured at VERA deviate by several percent from the “true” isotopic ratios of the sample (see
Table 1). This fractionation generally is not strictly mass dependent. It is handled by normalizing to
a standard material which is measured together with the unknown samples.

Table 1 Unnormalized isotopic ratios for IAEA C-3 Cellulose. The nominal isotopic signature is
313C =-24.91 +0.49%o and a '“C content of 129.41 + 0.06 pMC (percent Modern Carbon). For the
13C3+, 12C3) and '%C3* values observed at VERA, we estimate an uncertainty of <2% from the
reproducibility of the data and by comparing the reading of different Faraday cups of the same
beam.

Observed at VERA at 2.7 MV

Expected value Ar stripper gas O, stripper gas
2C3* stripping yield Ar: ~53.8%2,  12C3*/12C-=51.5% 2C3/12C- = 49.5%
0,: ~49.8%?
13C/12C 1.0957 x 102 BC3*/12C3* =1.07 x 102 BC3*/12C3* = 1.01 x 102
14c/12¢h 1.529 x 10712 MCH/12C3 = 1.38 x 10712 14C3H/12C3H =127 x 10712
aFinkel and Suter 1993.
bin 2003.

If the contamination and the sample mass are constant, blank correction can be established by sub-
tracting the measured ('4C3"/12C3"), juni Of @ nominally “dead” carbon sample from the measured
14C3+/12C3* of the unknown sample and the standard material:

(]4C3+/12C3+)sample, blank corr — (14C3+/12C3+)sample - (14C3+/12C3+)blank (la),
(14C3+/12C3+)sample, blank corr — (14C3+/12C3+)standard_ (14C3+/12C3+)blank (1b)

12C3+ 13C3*, and 4C3* denote the particle rates measured in the AMS analyzer. Strictly mass depen-
dent fractionation is cancelled out by calculating

— (1403+/12(3+ ~ (1303+/12(3+)2
Fl2,13,14,sample - ( CHiC )sample, blank corr * ( (OA(® standard (23)9
= (1403+/123+ ~= (1303+/12(3+)2
F12,13,14,standard - ( Cr/ieC )standard, blank corr * ( Ccr/ieC )sample (2b)

The following equation:

F
_ 12,13, 14, sample
pMCsample - F X pMCstandard, nominal (3)7
12,13, 14, standard
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performs the normalization to a reference standard with the nominal value pMCyundard nominal-

These formulas are equivalent to the method described by Stuiver and Polach (1977). Relative
measurements increase the precision by canceling out systematic errors. This basic principle is
explicitly visible in equations (1), (2), and (3). It also reveals that most aspects of precision can be
studied by investigating the reproducibility of the values F, 314 obtained for samples prepared
from the same material. For these investigations, no standard material is needed. The relative
precision of pMCg,ppie in @ measurement including a standard will be the quadratic sum of the
reproducibilities obtained for F'13 13 14 sample a0d F'1213,14 standard-

Fractionation only introduces uncertainty if it is not strictly mass dependent and if it is different for
the standard and the unknown sample. A good correction can be expected for the fractionation in the
stripping process since it is identical for all sputter targets. Slight variations in the chemical compo-
sition of the sputter targets induce fractionation differences in the ion source. However, this fraction-
ation originates mainly in the different initial velocity of the sputtered 12C-, 13C-, and '*C- (Nadeau
et al. 1987), so we expect this to be strictly mass dependent.

Finally, the use of the '“C calibration curve is a normalization to independently dated samples, i.e.
to the wood, coral, and varve samples incorporated in INTCAL9S (Stuiver et al. 1998). This applies
both for AMS and decay counting and accounts for the varying 1“C content of the atmosphere in the
past. We do not discuss the uncertainty introduced by the calibration process in this paper.

All measurements reported in this paper were performed at VERA. The standard operation of
VERA for '“C measurements was described in Priller et al. (1997) and has been basically main-
tained until today. Important improvements towards higher precision are described in the following.

lon Optical Losses

Fractionation caused by ion optical beam losses will happen at every aperture where the transmis-
sion is less than 100% and where the beam profiles of 12C, 13C, and !“C are not exactly the same.
Geometrical differences of the sputter targets will lead to different beam profiles and, therefore, to
different fractionation of the standard and unknown sample.

Two strategies can reduce the resulting systematic uncertainties: first, one can make the sputter tar-
get geometry as similar as possible; and second, one can try to eliminate the beam losses.

A source of variation in the sample geometry specific to our ion source (40 samples MC-SNICS;
Ferry 1993) is the eccentricity of the sample wheel. As discussed in Puchegger et al. (2000), this can
be partially compensated with the first beam steerers after the ion source. The reproducibility of the
measured isotopic ratios was especially sensitive to the eccentricity if the whole sample wheel had
a displacement bias. Therefore, a mechanism was implemented which allows to move the wheel
horizontally and vertically relative to the Cs beam while the '2C- output of the ion source is moni-
tored. This alignment is performed for every newly mounted wheel and every machine tuning.

Additional geometrical differences of the sputter targets are caused by sputter cratering. To reach the
precision goal of less than 40 yr for all targets in the minimum total measurement time in routine '4C
measurements, older samples are measured longer than younger samples, resulting in deeper sputter
craters. In a systematic measurement (see Figure 1), we investigated this effect up to about 5 hr of
sputtering, which is about 3 times longer than the maximum sputter time in a routine measurement.
Although no significant trend is visible in this experiment, deviations were observed for targets
which were sputtered for extremely long periods (several hours) during machine warm-up and tun-



8 P Steier et al.

ing. Therefore, for high-precision measurements, we keep the sputtering times of samples and stan-
dards equal.

24 T T

aninalll value 23.0;5 pME --ees

pMC

22.2 1 1 1 1
0 3 10 15 20 25

Turn of sample wheel

Figure 1 Cratering of sputter targets. In every turn of the sample wheel, an IAEA C-5 wood
standard (23.05 pMC) was measured about twice as long as IAEA C-6 sucrose (150.61 pMC).
The total sputtering time was 4.9 hr for the C-5 and 2.2 hr for C-6, respectively. The real time
(including 38 other samples) was 3 days. The machine was retuned after turns 6 and 16 to elim-
inate the influence of machine drifts. Shown is the development of the measured pMC value of
C-5 evaluated as an unknown sample, with the C-6 used as standard. The slight trend visible is
most likely an artifact of retuning.

The fact that ion optical beam losses reduce measurement precision has been demonstrated by Rom
et al. (1998). The main limiting aperture in VERA is the stripper canal (8 and 9 mm diameter at the
entrance and exit, respectively). Figure 2 shows the progress we have achieved in accelerator trans-
mission since the installation of VERA. It should be noted that the transmission shown is defined as
12C3*/12C-and includes the stripping yield to the 3+ charge state. Therefore, the values obtained with
different stripper gases are shown with different symbols. From 1996 to 2002, argon was used as the
stripper gas. In 2002, we switched to oxygen because this increased the stripping yield for 5+ charge
states of very heavy ions by a factor of ~2, whereas it lowered the '>C3* only by a factor of ~0.95.
The transmission for a randomly selected subset of all !“C sputter targets measured so far at VERA
is shown in Figure 2. Each data point corresponds to one sputter target, and one vertical set of data
points corresponds to targets from the same sample wheel. The main reason for the present reliably
high transmission is the use of the AUTOMAX program (Steier et al. 2000) for routine tuning. A
previously limiting aperture of a small Wien filter in our analyzer (see Kutschera et al. 1997) was
removed when the Wien filter was replaced by a large new electrostatic analyzer in January 2001
(Vockenhuber et al. 2003). Although '“C measurements were not the primary motivation for this
change, they have improved, since tuning of the analyzer is now less critical.

Although machine tuning adheres strictly to a fixed procedure, occasionally a “bad” beam tuning
compromises the reproducibility of the measured isotopic ratios. This can be seen in Figure 1, where
tuning took place before turn 1 and after turns 6 and 16 of the sample wheel. The scatter for the first
tuning is obviously larger.
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Figure 2 Progress in accelerator transmission. For the definition of the transmission, see the text. The following changes
had significant influence: (1) Installation of the correcting quadrupole for the flawed injector magnet (see Priller 2000);
(2) “manual” tuning procedure established; (3) sudden decrease in transmission for initially unknown reason; (4) reason
found: SF leak into stripper tube; (5) ion optical investigations of injector improve manual tuning procedure; (6) first use
of a complete injector setup found by automatic tuning program AUTOMAX (Steier et al. 2000); (7) change from argon
to oxygen as stripper gas.

Since we use a new spherical ionizer supplied by the Australian National University (ANU) (Weis-
ser et al. 2002), we observe 12C~ beams up to ~80 pA. However, in *C measurements with such cur-
rents, we encountered a significant dependency of the accelerator transmission on the beam current
and a reduced measurement precision (see Figure 3). We interpret this current dependency as a space
charge effect. The transmission profile became flat again when we changed our procedures to using
a strong 12C~ beam to tune the injector, instead of the previously used 13C~ beam. Although this pro-
cedure restored the precision for routine dating, we try to stay between 40 and 50 pA for high-pre-
cision measurements.

Machine drifts can affect the precision since the standard and the sample are not measured at the
same time. We perform runs of about 5-min duration on a sputter target before switching to the next
one, so each of the 40 sputter targets is measured once every 3 hr. Only machine drifts which are
faster will influence precision. In many measurements, we observe slow, parallel variations in the
13C3*/12C3* ratio of both the standard and the sample. Similar effects for the “C3*/12C3* ratio are
obscured by too-low counting statistics in the individual runs.

A severe problem arises if the tuned machine setup is subsequently worsened by long-term machine
drifts to an extent that the ion optical transmission is compromised. In order to reach the required
counting statistics for high-precision measurements, we have to run for several days. In this case, we
retune the machine once every 24 hr.

160:170:180 as a Proxy for 12C:13C:14C

The use of oxygen isotopes instead of carbon isotopes to study machine fractionation has 3 main
advantages. First, 190, 170, and 80 are all stable isotopes, providing measurable beam currents.
Thus, almost instantaneously a precision is reached which would require hours of '#“C event count-
ing. Second, the 70O beam can be measured and investigated at any point along the beam line with
beam profile monitors and Faraday cups, whereas '“C can only be detected in the final particle
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Figure 3 Accelerator transmission versus '2C- current for 2 different beam tunings. The transmission is mea-
sured as 12C3*/12C- and includes the stripping yield. If we tune the injector for a weak beam (~0.5 pA '3C-), the
transmission falls off for high beam currents (crosses). We attribute this to a space charge effect. This can be
compensated by using a strong beam (~50 pA 12C-) for tuning (circles). Interestingly, the setup obtained for the
strong beam is also valid for sputter targets with low current yield, despite the apparent slight drop in transmis-
sion for low currents. This is caused by targets at the end of their lifetime.

detector. This helps to assess the origin of deviations in the isotopic ratios. And third, the '30/1°0
ratio of all terrestrial material is ~2 x 10-3 within a few percent, whereas the *C/!12C can lie any-
where between 0 and ~2 x 1072, For the value

Fle17.18= (1803+/1603+) - (1703+/1603+)2 4),

which is corrected for strictly mass-dependent fractionation, the variability is even smaller (Thie-
mens 1999). Therefore, in contrast to carbon, a small oxygen contamination will not alter the isoto-
pic signature of the sample. Thus, oxygen allows us to study machine fractionation separately from
contamination.

In a first test of this idea, we used 9 targets of commercial Al,O; mixed with copper powder which
were distributed evenly around the target wheel and measured with our usual 4C measurement pro-
cedure, but with much shorter run times. Since VERA is a universal AMS facility, this can be easily
achieved by slightly modifying magnetic fields and adjusting the offset-cup positions. With respect
to the machine, the oxygen isotopes should behave very similar to carbon. The low isotopic abun-
dance of 170 (currents below 10 nA) was not a problem either for the tuning or for the measurement.
Seven runs were performed on each target. It should be noted that these first experiments were too
short to be sensitive to long-term machine drifts.

The observed reproducibility of the value F'j4 17,15 (Equation 4) is 0.4%o. This is significantly better
than the reproducibility of the raw 1703/1603" and 1803*/1603* (see Figure 4). If the same precision
is achieved for carbon, it corresponds to £4 “C yr. This suggests that the AMS measurement is more
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precise regarding the pMC value than for 8!3C, provided there are sufficient counting statistics. This
measurement also demonstrates that our Faraday cup electronics does not impose a precision limit.
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Figure 4 Measurement precision for fractionation-corrected isotopic ratios of oxygen. In the raw
1703%/1603" (a) and '803%/1903" (b) data, systematic deviations between the targets are clearly visible,
showing mainly a sinusoidal trend with their position in the wheel (eccentricity, see text). The standard
deviation (indicated by the dithered lines) is 2.1%o for 1303*/103* and 1.1%o for 1703/1603*, After
applying the quadratic fractionation correction, the standard deviation is reduced to 0.4%o (c).

“Turnwise” Evaluation

All new findings described above were taken into account by modifications of our automatic evalu-
ation software “EVALGEN” (Puchegger et al. 2000). Previously (Rom et al. 1998), we first aver-
aged the measured 13C3"/12C3* and 4C3*/12C3* ratios, and then applied blank and fractionation cor-
rection and standard normalization (Equations 1, 2, and 3). In the new scheme, the data of every turn
of the sample wheel (one ~5-min run on every sputter target) is evaluated independently, and then
the pMC values are averaged.

External uncertainties, which previously were calculated from the reproducibility of the raw 13C3*/
12C3* and the 14C3/12C3*, are now determined from the pMC values. This new calculation scheme
applies for the estimation of the scatter between the various ~5-min runs on 1 target (inter-run
scatter, Sir), the scatter between the sputter targets of the same graphite (inter-target scatter, Sit),
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and the scatter between independently prepared “graphites” from the same sample material (inter-
chemistry scatter, Sic). The Sjc is estimated from the scatter of the normalization factors
PMCtandard nominal/F'12,13.14.standard in Equation 3 for different standards.

In the old evaluation scheme, the uncertainty was overestimated, as revealed by the investigations
above. The modified scheme allows a significant reduction of the quoted error, shortening the mea-
surement time for routine measurements.

True Wood Samples

In a final systematic investigation, we determined the maximum measurement precision possible at
VERA for natural samples with a reasonable increase of effort. As material for the investigations,
we chose the dendrochronologically-dated Scottish pine wood (3200-3239 BC), that is sample D of
the Fourth International Radiocarbon Intercomparison (Scott et al. 2003).

From a total of 40 tree rings, we used 10 tree rings from the oldest section (3239-3230 BC) and 10
tree rings from the youngest section (3209—3200 BC). Each decade was sampled evenly by carving
and homogenizing with a scalpel. Aliquots underwent separate chemical pretreatment. Additionally,
standard samples from IAEA C-3 cellulose, IAEA C-5 wood, and IAEA C-6 sucrose were prepared.
Samples, standards (except the sucrose), and a graphite “C blank had to undergo our standard pro-
cedure of acid-base-acid (ABA) chemical pretreatment with 1 mol/L HCI and 0.1 mol/L NaOH.
Two sub-aliquots (10 mg) of each material were then oxidized separately in flame-sealed quartz
tubes with 1 g CuO each, and Ag-wire to bind halogens and sulfur. The CO, was reduced with H,
and Fe as catalyst at 610 °C according to the method of Vogel et al. (1984).

Since the sample material was divided in every step, a tree-like structure emerged (see Table 2). If a
deviation from the nominal values is observed in the measured values, this scheme allows us to
determine in which step the problem occurred.

Whereas a routine '4C measurement for 1 sample wheel (40 sputter targets) reaches the required pre-
cision of <40 '4C yr after about 24 hr, the duration of this systematic measurement was extended to
3 days. The machine was retuned on different sputter targets once per day. The average !2C- current
was kept between 40 and 50 pA to avoid space charge effects, and all samples were measured
equally long. Exhausted samples were skipped from further measurements once their current output
dropped below ~25 pA.

The typical 1-c uncertainty achieved for single targets is +20 4C yr (Figure 5). Our combined result
for the 20 sputter targets from the earlier decade is 4493 + 12 BP and 4524 + 13 BP for the 8 targets
of the later decade. This agrees well with the values taken from the INTCAL98 (Stuiver et al. 1998),
4492.1 £ 7.7 BP and 4531.7 = 9.5 BP. Seven of the 28 targets deviate from the INTCAL98 value by
more than 1 o, which is compatible with the statistics. Four of these targets originate from the same
ABA treatment (FD/F in Table 2). The combined “C age result of these targets is 33 + 15 yr too
high, indicating a contamination in the ABA step. No single target deviates by more than 2 G.

The validity of this precision was demonstrated recently also by measurements on dendrochronolog-
ically dated wood of a new Stone Pine Chronology (Dellinger et al., these proceedings). For 58 tree-
ring samples of this project, a total uncertainty of ~20 yr was achieved by single graphitizations,
with each graphite split into 2 sputter targets. Thirty-three data points out of 58 agree within 1 ¢ with
the INTCAL98 calibration curve, while only 2 points deviate by more than 2 c.

On the other hand, the standard materials prepared for the Stone Pine measurement support the
notion that the ABA step is a stage of possible contamination. For that measurement, 12 batches of
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standard material underwent separate ABA treatment. Afterwards, the material was split into several
sputter targets. For one of the 12 ABA treatments of standard material, all 4 targets were consistently
measured ~55 “C yr too old. However, all observed deviations are too small to be significant at the
precision level of routine measurements.

SUMMARY AND OUTLOOK

By systematically exploring the uncertainties in our AMS measurement and sample preparation pro-
cedures, we were able to increase our measurement precision significantly.

Systematic measurements suggest that for the AMS machine, the precision of the fractionation cor-
rected values is better than 1%o. We think that the use of oxygen as an isotopic template for carbon
measurements, which was explored in this work, will be a significant advantage in further system-
atic measurements.

For the chemical sample preparation, a general quantification of their contribution to uncertainty
cannot be given, since real samples vary significantly in their chemical composition, and the level
of contamination is different. However, we recently achieved an overall precision of +20 '4C yr
(1 o) for 50 dendrochronologically-dated wood samples in the period from 3500 to 3000 BC (Del-
linger et al., these proceedings). This was achieved without preparing replicates and by counting
14C3* jons for 3 to 4 hr on every sample. There is an indication that laboratory contamination during
the chemical sample preparation contributes to the final uncertainty also for samples of good quality.

Investigations by Niklaus et al. (1994) on the wiggles of the tree-ring calibration curve show that an
improved precision of 20 '“C yr will also translate into smaller uncertainty intervals for the cali-
brated ages. However, whether this increased '“C dating precision is true has to be investigated care-
fully. Probably systematic deviations will become significant which are caused by different sample
material and quality. Additional deviations may be caused by regional offsets (Goodsite et al. 2001),
seasonal variations (Dellinger et al., these proceedings; Kromer et al. 2001), or non-quadratic frac-
tionation in nature (Wigley and Muller 1981). Up to now, such possible deviations often evaded
investigation, since high measurement precision is a prerequisite for their study. Therefore, investi-
gations on the accuracy of the '*C dating method itself will most likely be the first application of
increased measurement precision.
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TOWARDS HIGH-PRECISION AMS: PROGRESS AND LIMITATIONS

Christopher Bronk Ramsey! « Thomas Higham ¢ Philip Leach
Oxford Radiocarbon Accelerator Unit, University of Oxford, United Kingdom.

ABSTRACT. Precision and accuracy in accelerator mass spectrometry (AMS) dating relies on the systematic reduction of
errors at all stages of the dating process, from sampling to AMS measurement. With new AMS systems providing much better
precision and accuracy for the final stage of the process, we need to review the process as a whole to test the accuracy of
reported results. A new High Voltage Engineering Europa (HVEE) AMS system was accepted at Oxford in September 2002.
Since then, the system has been in routine use for AMS dating and here we report on our experiences during the first year. The
AMS system itself is known to be capable of making measurements on single targets to a precision of better than 0.2% for the
14C/13C ratio and better than 0.1% for the '3C/!2C ratio. In routine operation, we measure known-age wood to a precision of
just above 0.3%, including uncertainties in background and pretreatment. At these levels, the scatter in results is no higher
than reported errors, suggesting that uncertainties of +25 to 30 '4C yr can be reliably reported on single target measurements.
This provides a test of all parts of the process for a particular material in a particular state of preservation. More generally,
sample pretreatment should remove as much contamination as feasible from the sample while adding as little laboratory con-
tamination as possible. For more complex materials, such as bone, there is clearly more work needed to prove good repro-
ducibility and insignificant offsets in all circumstances. Strategies for testing accuracy and precision on unknown material are
discussed here, as well as the possibilities of one day reaching precisions equivalent to errors of <20 “C yr.

INTRODUCTION

At the last Radiocarbon Conference in Jerusalem and the last Accelerator Mass Spectrometry
(AMS) Conference in Nagoya, there was some debate about the precision that can be obtained from
a single AMS determination. In September 2002, the HVEE AMS system at Oxford was accepted
(Bronk Ramsey et al. 2002; Gottdang et al. 2001) and showed the capability for very high-precision
measurements on the AMS system itself. It was not clear at that time, however, whether the preci-
sion for routine operation on real samples would show similar improvements or be limited by other
factors. We now have a year of experience of operating the new AMS and this paper draws on that
experience to look at the potential for high-precision measurements by AMS.

Most very high-precision (defined here as <0.25% or <20 “C yr) '“C measurements have been
undertaken using conventional counting methods (see, for example, Pearson 1979; McCormac 1992;
Kalin et al. 1995). This is because of a number of possible factors, one of which may simply be cost.
On the more scientific level, however, the 2 methods have different advantages and disadvantages.

When it comes to precision, the key theoretical disadvantages of AMS are the following:

» The difficulty of achieving isotope ratio stability over the measurement period; stability of
about 0.1% is needed for high precision;

» The small sample size makes the method vulnerable to low levels of contamination either from
the sample itself or more critically (since the '“C isotope composition is often more radically
different) from the pretreatment process;

» The danger of selecting unrepresentative portions of inhomogeneous samples.

The theoretical advantages are the following:

* The possibility of performing more rigorous sample pretreatment (even to the compound-
specific level);
+ The ability to select less contaminated fractions of inhomogeneous samples;
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* The ability to sub-sample and repeat measurements.

Each stage of the dating process (sampling, pretreatment, combustion, graphitization, and AMS
measurement) play an important role in determining precision (Bryant et al. 2001). The complex
subjects of taphonomy and sampling clearly depend very strongly on the specific application (e.g.
Bayliss 2000; van Strydonck et al. 2000) and will not be discussed further here beyond pointing out
the problems of homogeneity and the need to exclude any contamination.

Chemical pretreatment is almost certainly the key element in precision dating. It is much more dif-
ficult to check for reproducibility and accuracy at this stage than in the remaining stages where pre-
prepared standards can be used. There are essentially two important questions to be asked of any
pretreatment method:

1. Does the method remove contamination present in the sample (acceptable levels will depend
on the relative age of the contaminants but are likely to be <1-5%)?

2. Does the method add significant levels of contamination (acceptable levels are <0.1% since 4C
concentration is usually radically different)?

To some extent, these work against one another in that more complex pretreatment methods are
more likely to add contaminants of their own. For many materials, AMS should have the advantage
that more rigorous pretreatment is possible while still retaining sufficient sample to date. However,
the very small size of AMS samples makes them particularly susceptible to added contamination
(for example, a sample containing 10 mg C needs to keep any added contaminants below 10 pg).

In the combustion and graphitization stages, it is important that any contaminants introduced (and
there are always some) are well characterized. By this stage for AMS, the sample size is likely to be
of the order of 1 mg C, so the levels of any contaminants need to be well understood at the sub-
microgram level. Graphitization reproducibility is also important in that variations in the form of the
graphite can give variability in beam characteristics in the AMS, which might, in turn, affect the
accuracy of the AMS measurement (depending on the AMS system).

The AMS measurement itself is, of course, very important in determining precision and accuracy.
However, the ability of an AMS to make precise and accurate measurements is also relatively easily
tested by repeat measurements on standards of various kinds.

AMS SYSTEM AND METHODOLOGY

All of the measurements described in this paper have been performed using our routine procedures.
After sampling and pretreatment (depending on type), the samples are

* Loaded into tin capsules; these capsules are pre-cleaned in cyclohexane and acetone, then a sub-
sample combusted to check the blank contribution is <2 pg C;

* Combusted in a CHN analyzer furnace system; each sample combustion is preceded by the
combustion of an empty tin capsule to purge the system;

+ Passed through a gas chromatograph containing Carbosieve™;

 Measured for stable isotope values (§!3C and 8'°N); the 8'3C ratio is not used in the date calcu-
lation (see below);

* Collected as CO, from the He stream;

+ A fixed aliquot of CO,, equivalent to 1.5-2.0 mg C, is taken; a small proportion of samples and
standards are made at half this size and then measured on the AMS in specific batches; samples
smaller than this are measured as gas and are not discussed here;

* Mixed with hydrogen in a ratio 2.2:1 H,:CO,,
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* Reduced to graphite on an iron catalyst at 560 °C;
* Pressed into a target (2-mm-diameter hole) for the HVEE 846 ion source.

The targets are then collected into batches for AMS measurement. A batch of up to 56 targets will
typically comprise the following:

* 5-6 oxalic acid II samples;

+ 2 anthracite backgrounds (graphitized in the same way as all other samples but combusted in
bulk for us by the CIO Groningen laboratory);

+ 2 known-age samples (tree rings and other standards);

* Other quality assurance and background samples (Mary Rose bone, Jurassic charcoal, etc.),
depending on applications;

* Unknown samples making up the total.

Thus, we get several independent measurements on HOXII for each run which gives one measure of
internal consistency.

The AMS used is an HVEE Tandetron with 2 recombinators (one used for the graphite measure-
ments as outlined here on an 846 ion source, the other is used for gas or graphite measurements with
a SO110 ion source).

To calculate a date, we do the following:

 Subtract the AMS/graphitization background from the measurements on anthracite;

« Calculate the 8'3C for each target using the 13C/'2C ratio relative to the average value for the
HOXII targets;

« Calculate the stable isotope corrected '“C date from the 4C/!3C ratio of the samples relative to
the average value from the HOXII samples with the AMS derived 8!3C value; note that this is
mathematically identical to calculating the date from the “C/12C ratio but with a squared stable
isotope correction.

The main point to note here is that we use total integrated charge ratios (less any time for cleaning
up targets) and use the AMS-derived 8!3C rather than that from the stable isotope mass spectrome-
ter. This corrects for any linear mass fractionation taking place in the graphitization, ion source, or
AMS system. AMS labs argue whether this is necessary or not and it may depend on the AMS sys-
tem itself. In our case, we have good evidence to suggest it is important. During commissioning our
AMS, we measured 35 HOXII samples with a variety of graphitization and pressing methods; this
gave rise to a range of 13C/!12C ratios even within 1 run (Figure 1). However, if linear fractionation
was corrected for as outlined above, none were more than 1.7 ¢ from the expected value; the average
precision was 0.19% (equivalent to 15 yr) with a standard deviation of 0.17% (equivalent to 14 yr).
In other words, with AMS stable isotope correction, the results are within their statistical errors.

More evidence that fractionation is generally linear can be seen in Figure 2 where absolute isotope
ratios are considered.

Ultimately, whatever the arguments about methodology might be, the only real test is the reproduc-
ibility and accuracy of measurements using the method, and the following sections concentrate on
aspects of this.
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Figure 1 This figure shows a plot of *C/13C ratio (x107'2) against '3C/!2C ratio (x10-2) during a series of runs made
throughout acceptance tests for the Oxford AMS; the stable isotope ratios have been normalized so that the average for
each batch is the same as the overall average; thus, only internal run variation is displayed; the fractionation observed
is linear; refer to main text for details of conclusions.
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Figure 2 This plot shows the same quantities as Figure 1 but for all HOXII samples run
since commissioning and, in this case, the absolute ratio has been plotted; thus, much of
the variation seen here is run-run variation depending on AMS setup, stripper gas pressure,
etc.; despite this, it can clearly be seen that most of the fractionation taking place is linearly
mass dependent and, therefore, best corrected for by using the AMS stable isotope value.
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AMS PERFORMANCE

In order to test the performance of the AMS system alone, it is really necessary to exclude some
other aspects of the process. For the AMS acceptance tests, therefore, we used batches of homoge-
nized HOXII graphite produced for HVEE by the Leibniz-Labor AMS Facility (Kiel) and pressed
into targets by them. In the test of precision, 12 such targets were measured in 2 batches over 2 days.
Each of them was measured to a precision of 0.2% (equivalent to 16 yr). The scatter in '*C/13C ratios
was within the statistical uncertainty and the scatter in 3C/'2C was 0.05% (or 0.03% if 1 outlier is
removed). Thus, the intrinsic reproducibility of the system on essentially identical material seems to
be better than 0.1%.

The results quoted in the previous section showed at the time that even when the graphite was of
more variable consistency, the stable isotope-corrected '4C concentration was still stable to well
within 0.2%, implying a similar underlying instrument precision.

The machine background (no “C injected) is about 0.017% (70 ka BP). For our own graphite sam-
ples which have gone through the standard graphitization process (with about 1.5-2.0 mg C), the
background is about 0.15% (52 ka BP) and in the best conditions can be as low as 0.1% (55 ka BP).
For electrode graphite (no processing but unknown composition), we get a background just slightly
lower than this (about 57 ka BP). This paper is really concentrated at high precision at the recent end
of the '“C spectrum (where precision as such is most usually an issue). Clearly, AMS backgrounds
are low enough to be insignificant in this context.

Acceptance tests are, of course, not the same as routine measurements. Since the commissioning of
the AMS, however, we have been quoting a precision on samples less than 2000 yr old, which aver-
ages to 27 #C yr (c.f. 38 “C yr with our old AMS) and have measured our HOXII samples to an
average precision of 0.29% (equivalent to 23 '“C yr, c.f. 0.43% on our old AMS). Clearly, we need
to justify this in terms of accuracy and repeatability.

The first thing we can do is to look at how the HOXII values scatter around the mean value. For
each HOXII target, we calculate how far away from the central value it is as a proportion of its
statistical uncertainty. To correct for the loss of 1 degree of freedom, we then multiply this figure by
\[n/(n-1)], where n is the number of standards in that batch. This is to take account of the fact that
the mean is defined from the values themselves. The results are shown in Table 1 and seem to be
within the range expected.

Table 1 Proportion of measurements on HOXII, tree rings, and duplicate samples, lying within 1, 2,
and 3 o of expected values; in the case of the duplicate measurements and those on HOXII, the
ranges have been corrected for the loss of 1 degree of freedom, since the comparisons are against an
average rather than a known value.

Proportion of 55 duplicate

Range offsets from  Proportion of 203 Proportion of 96 Proportion of 66 duplicate measurements (including
true value as a factor HOXII measurements —tree-ring measurements AMS measurements on 30  pretreatment) on 27 samples
of uncertainty (o) lying within range lying within range samples lying within range lying within range

-3t03 100% 100% 100% 100%

—2to2 97.5% 95.8% 95.5% 94.6%

-1tol 75.9% 75.0% 69.7% 65.5%

These measurements essentially show the repeatability of the combustion, graphitization, target
pressing, and AMS measurement. To see the implications of this on more normal samples, we need
to include the stages of sample pretreatment and look at ratios different from those of the standard
(in case of non-linearity).
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Accuracy of Measurements on Wood

The most frequent other test we make on the AMS system is measurements on known-age wood,
supplied to us by the Queen’s University of Belfast and calibrated to the INTCAL98 calibration
curve (Stuiver et al. 1998). Most of this wood has a '“C concentration roughly half that of the HOXII
standard, so it should provide a good measure of linearity. The wood undergoes an acid/base/acid
treatment followed by chlorite bleach before the standard method described above (Hedges et al.
1989). We date decadal sections of wood similar to those used for the calibration curve. On the new
AMS, we have so far measured 96 samples with an overall bias (to the older side) of 8.9 + 3.3 yr.
The proportions lying within 1, 2, and 3 ¢ are shown in Table 1. The implication of this is that we
are not underestimating our errors.

Accuracy of Measurements on Bone

The pretreatment of bone is much more complex than any other routinely dated material (see Bronk
Ramsey et al. 2004 for more details on current method and for details of known-age material). One
problem here is that bone of really well-known composition is much more difficult to find because
of the complexity of dietary and reservoir effects. We have chosen to work on a bone from the wreck
of the Mary Rose. This ship sank in AD 1545 and the bone we are using is from pigs which were on-
board the ship. From the calibration curve, we would expect the bone to have a “C date of
309 + 4.6 BP. If we take samples in the range normally accepted within our procedures (>7 mg col-
lagen), we have 13 measurements by our current method (some of which have a solvent extraction
and some of which do not). The average uncertainty on these measurements is 23.7 '*C yr and the
standard deviation is 29.9 14C yr. This scatter is just low enough to pass a 2 test at 95% confidence.
The average value is 321 £ 6.5 BP, slightly older than expected by about 10 '“C yr, but calibrates to
the correct age at 95% confidence.

Overall, we conclude from this that it is reasonable to quote errors lower than 30 yr on individual
measurements of similar material, though clearly we would not be confident in using multiple mea-
surements to provide an overall uncertainty of 6.5 '4C yr on an unknown sample. It should also be
borne in mind that in the case of bone, turnover rates and, more critically, dietary reservoir offsets
can compromise accuracy of calendrical dating even if a precise and accurate measurement of the
14C concentration of the bone is possible (e.g. Bonsall et al. 2004). We think that more research will
be needed to improve precision much beyond current levels on bone.

Accuracy of Measurements on Charcoal

We are in the process of evaluating known-age charcoal material for routine testing. However, the
pretreatment methods applied to charcoal are a subset of those applied to wood, so the tree-ring data
is pertinent here. In addition, some measurements do have internal checks as in the case of wiggle-
matched dating of charred wood from Miletos (Galimberti et al. 2004). In this instance, we have 7
decades of charcoal from a wiggle-matched piece of wood. The 7 measurements have an average
precision of 21 yr (achieved by measuring each sample twice). The fit to the calibration curve is
excellent and shows no obvious offsets, indicating that in this instance, anyway, we can measure
charcoal to a precision close to 20 yr.

Testing Accuracy on Real Samples

Tests on known-age material are ideal for testing laboratory procedures. They are particularly useful
for testing whether the methods themselves introduce any significant bias. However, in the case of
actual samples from an archaeological or environmental context, the question of removal of sample-
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specific contamination becomes more important. To some extent, all of the 3 pretreatment cases
above do address this issue but of course only in one specific type of context. More generally, it is
only by testing for reproducibility of duplicate measurements (including duplicate pretreatments)
that we can begin to address this issue. To investigate this, we randomly select samples (about 1 in
20) for duplicate pretreatment and dating and we sometimes pretreat samples more than once for
other reasons. We also perform duplicate AMS measurements on some samples.

Over a period of 1 yr (from 1 September 2002), we have 55 duplicated pretreatments on 27 individ-
ual samples. We also have 66 duplicated AMS measurements on 30 samples with 1 pretreatment.
We can look at the offset in these measurements from the mean value as a proportion of the quoted
uncertainty in the same way that we did for the standards in Table 1 (taking into account the fact that
there are n-1 degrees of freedom). The results are given in Table 1 and Figure 3.
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Figure 3 This figure shows the cumulative proportion of duplicate measurements
lying within their quoted uncertainties. The normalized offset is the offset from the
mean divided by the uncertainty and multiplied by V[n/(n—1)], where # is the number
of duplicate measurements.

In this analysis, we have included all duplicate measurements made in this period with 3 exceptions:
one is a sample (P13468) which gave a very low yield (3.3 mg collagen) using our old bone pretreat-
ment method, which was subsequently re-dated using our new method (i.e. not a true duplicate); the
other two are targets (P14321 and P13951) which gave very low currents (less than one-third of the
average) and for which the AMS measurement was subsequently repeated.

These data show that the reproducibility of measurements is in almost exact accord with the quoted
uncertainties. As this is on normal samples rather than standards, this is a useful measure of accu-
racy, although it does not test for any systematic effects.

CONCLUSIONS

With the latest AMS instrumentation, it is possible to make AMS measurements to a higher preci-
sion than previously possible. At Oxford, we have been testing whether this improved AMS preci-
sion can be carried through into improved routine precision while retaining accuracy. All of the indi-
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cations are that this is the case and that it is possible, for example, to quote routine precisions
averaging 27 “C yr on single AMS measurements for samples from the last 2000 yr with demon-
strable accuracy. Given that there is no scatter above the uncertainties quoted at this level and no
measurable systematic offsets greater than about 10 yr, we would consider it valid to combine two
such measurements (ideally with duplicate pretreatment) to provide an uncertainty just below 20 yr.
Beyond that, we do not think we yet have sufficient evidence to draw any conclusions.

Although measurements on duplicates look encouraging, we cannot be sure that the accuracy of
measurements on real samples from different contexts will always be this good, since we do not
have the data to prove that contamination present in samples can always be removed sufficiently not
to compromise the results at the 0.1% level. Ultimately, site-dependent issues assume importance,
and we think that only by continuing to improve quoted precision and by evaluating internal consis-
tency at specific sites will this issue really be tackled properly.

The evidence seems to suggest that AMS precision and accuracy can be improved even further.
However, we recognize that it is crucial to continually monitor the accuracy and reproducibility,
both using known-age material and duplicates of unknown samples to ensure that quoted errors do
not become unrealistically precise. Clearly, pretreatment is the critical link in the measurement
chain, both in terms of the removal of contaminants and the bias introduced by the processes them-
selves. The best approach would seem to be to use the most rigorous method available (to tackle
contaminants in the sample) that can be demonstrated to give accurate and unbiased results on
known-age material. However, it is likely that it is in pretreatment that the accuracy is ultimately
limited.
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USING A GAS ION SOURCE FOR RADIOCARBON AMS AND GC-AMS

Christopher Bronk Ramsey! ¢ Peter Ditchfield * Martin Humm
Oxford Radiocarbon Accelerator Unit, University of Oxford, United Kingdom.

ABSTRACT. This paper reports on the performance of a new method of sample injection using the High Voltage Engineering
Europa (HVEE) SO-110 ion source jointly developed between HVEE and Oxford. In order to use this source, we have devel-
oped a new gas handling system which works on the direct injection of carbon dioxide mixed into a continuous flow of
helium. Preliminary work has also been carried out on online gas chromatography-accelerator mass spectrometry (GC-AMS).
In this application, a GC is directly coupled to the AMS system using a GC-IRMS combustion interface and Nafion™ drier.
We show here results for the measurement of natural abundance in separated compounds with good peak separation and pre-
cisions of about 10%. This type of system should be ideal for source apportionment studies, biomedical, and other similar
work where high precision is not required but where sample sizes are very low.

INTRODUCTION

Gas ion sources lend themselves very well to the measurement of very small samples because it
removes the necessity of graphitization and the consequent handling of the very small quantities of
solid material. The existing gas handling systems developed at Oxford, however, were best suited to
samples >30 pg C because of dead volumes associated with the bellows arrangement originally used
(Bronk Ramsey 1994a; Bronk Ramsey and Hedges 1997). The system was also complicated
because of the need for a high vacuum system and automated liquid nitrogen trap at the target poten-
tial of the ion source (typically >24 kV).

With the joint project to develop a gas ion source with High Voltage Engineering Europa (HVEE)
following the joint work on the design of an ion source for biomedical AMS applications (Mous et
al. 1998), it was decided to try to redesign the gas inlet system to be simpler, more mechanically
robust, and to operate at ground potential. This is made possible by using GC-type technology and
by introducing the gas into the ion source using a helium carrier gas.

Online GC works in a similar way. It had already been demonstrated that small pulses of gas could
be measured in an ion source of this kind (Bronk Ramsey and Hedges 1994c). With the SO-110 ion
source, we have now demonstrated that this works in practice using an Agilent ALS 6890A GC cou-
pled through a PDZ Europa Orchid combustion/drier system direct to the AMS.

GAS INJECTION SYSTEM

The gas injection system is shown schematically in Figure 1. The system is essentially a 2-stage
concentrator and can be used either with online combustion with GC purification (as discussed in
Bronk Ramsey and Humm 2000, provided here by a Carlo Erba NA 1500 nitrogen/carbon analyzer)
or an ampoule cracker system (Bronk Ramsey and Hedges 1994b, 1997). The dilute carbon dioxide
from these systems is transferred to the AMS injection system (into the line marked “In” in Figure
1) and trapped into trap 1, while the previous sample is being injected into the AMS system from
trap 2. When the analysis for the previous sample has finished, the second trap is flushed with
helium and then the gas transferred from trap 1 to trap 2 (as shown in Figure 2). The second trap has
a much lower internal diameter and is attached to a capillary with an overall length of about 3 m.
This is sufficient to hold about 80 pg C in the form of pure CO,, so after the trap is warmed the
smaller capillary holds a plug of fairly pure CO,, which is then slowly injected into the source over
a period of up to 25-30 min. To control the flow into the source, a closed-split dilution (controlled
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Figure 1 Schematic of the new gas handling system for the gas ion source at Oxford. The main elements of the system are
3 VICI 2-position multi-port valves (labelled 1, 2, and 3 in the diagram) and 2 automatic liquid nitrogen traps. The liquid
nitrogen traps are mechanically manipulated Statebourne Bio2 long-term storage vessels which are capable of holding lig-
uid nitrogen for about a week in this installation. See main text for description of operation. The valves in this figure are
shown in the configuration for collection of CO, in trap 1 and injection into the AMS from trap 2.
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Figure 2 Gas handling system with the valves in the configuration for transfer of gas from trap 1 to trap 2. Here the mode of
operation of valves 1, 2, and 3 can be seen: the central plug in the valve rotates to achieve a different selection of connections.

by the Swagelok M series gas dosing valve shown in Figure 1) is used with a He flow rate of about
0.5 mL/min. This flow of carrier gas keeps the capillary into the source flushed the whole time. For
very small samples, this dilution can be switched off or reduced.
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There are 3 main reasons for using a 2-stage concentrator rather than a single-stage:

* In order to obtain a fairly constant flow of CO, from this kind of system, the CO, needs to be
concentrated to close to 100%; this is only possible with a low capillary diameter (0.25 mm).
The output flows from online combustion systems and our ampoule rig are too high to trap CO,
in such a fine capillary.

* The fine capillary used for injection into the AMS can only take a limited amount of CO,, and
so a first stage concentration and expansion allows excess gas to be vented before trapping it
into the AMS injection loop.

* Finally, there is an advantage, particularly when using online combustion, to perform the com-
bustion and collection while the previous sample is being injected into the AMS. This increases
the proportion of time spent making measurements by a factor of nearly 2.

Single-stage concentrators (such as that devised by Uhl et al. 2004) have the advantage of simplicity
and may, therefore, be better for samples at the low end of the mass scale (<10 pg C).

The whole system operates under positive pressure and the input pressure into the source is about
2 bar. The material for the capillaries is found to be important in minimizing cross-contamination
effects. Peak and other polymer-based capillaries do increase such effects, and so the system is now
almost entirely stainless steel with a methyl deactivated silica capillary into the ion source. A typical
application using this gas injection system (run during tests of the system on the old AMS at Oxford)
is published in Staddon et al. (2003).

OPERATION OF THE GAS ION SOURCE FOR ROUTINE CO, DATING

In routine operation, the gas injection system is used to automatically inject a predefined sequence
of samples. The whole gas system (gas injection assembly, CHN analyzer, and ampoule manifold)
are controlled using NuDAM™ modules on an RS-485 network. The software used for handling the
gas transfers is integrated with the HVEE AMS software via the Windows messaging system.
Batches of samples can be run while the system is unattended, which is important given the rela-
tively long collection times.

The operating parameters and characteristics of the SO-110 ion source are shown in Table 1. The
maximum currents are typically several times lower than those for graphite; thus, it makes sense to
use the system either when only low precision is required or when the samples are sufficiently small
that there are real advantages in not having to graphitize. Overall detection efficiency is about
double what we had on the original General Ionex AMS system. The typical current profile is shown
in Figure 3. The duty cycle is typically about 16 min data collection and 4 min between samples,
flushing the source, changing the target, and preparing the next gas. The collected data from a series
of samples is shown in Figure 4. This shows a slight cross-contamination (typically 0.5%) from
sample to sample. In normal operation, two or more backgrounds are run immediately after the
HOXII standards in order to estimate this value for the particular run and the analysis software
automatically corrects for the effect. In practice, this has very little impact on precision as the
correction can be accurately corrected for.

The data analysis software, developed for analysis of the gas run data, first subtracts the average
yields for all 3 isotopes that are measured prior to gas injection. The cross-contamination time con-
stant and scale are then estimated and corrected current profiles calculated; the integrated charge for
all 3 isotopes is then found. From that point on, the data can be handled in exactly the same way as
for graphite sample and undergoes the same tests for reproducibility of standards and known-age
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Figure 3 Current profile during a routine gas run (for typical maximum values, see Table 1 or Figure 4). While the data
is being collected on one sample, the next one is being prepared. There is then a short period of about 3—4 min during
which the new sample is transferred to the injection capillary and the ion source is flushed with pure Helium. A new target
is then inserted into the source and the next sample injected at a fairly constant rate. The concentration and re-dilution
ensures a fairly well controlled and constant gas flow, which is better suited to the source’s performance than a fast pulse
if the sample size is larger than a few pg C.

samples. Because the gas handling, injection, and ion source all produce some mass-dependent frac-
tionation, the 13C/!2C ratio is not as stable as it usually is for graphite samples, and between samples
can vary by as much as 0.5% (within sample variation is typically higher than this). However, this
does not seem to affect the accuracy of the final radiocarbon date measurements which can still be
better than 0.5% (as we observe on a finer scale for graphite; see Bronk Ramsey et al. 2004).

GC-AMS

In order to use the AMS for online GC AMS, we used an Agilent ALS 6890A GC coupled through
a PDZ Europa Orchid combustion/drier system. This system is designed for GC-IRMS and com-
prises a GC separation system, the outlet of which can be directed either to a Flame Ionization
Detector (FID) or an online combustion system. The combustion system is made up of a combustion
column containing platinum and oxidized copper wires followed by a Nafion™ drier. In the case of
GC-AMS, because we wish to measure the CO, in real-time from the GC, we injected the output of
the online combustion system directly into the AMS through an open split.

In our application, the flow rate is set to 2 mL/min with a 1 mL/min makeup flow into the combustion
system. In order to test the system, we have made up a solution in hexane of 0.5% of 3 compounds:
hexadecane (petrochemical origin), methyl palmitate (made from palm oil), and methyl oleate (made
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Figure 4 Data collected for a series of 3 HOXII standards followed by 3 background
samples which should contain no '“C. Cross-contamination is visible in the first
background after the OXII—this is about 0.5% of the value of the previous sample
and is corrected for by the analysis software. The currents shown are 12C3* (chopper
corrected) and '“C count rate.

Table 1 Operational parameters and performance of the SO-110 gas ion source. Currents given are
maximal during the gas injection cycle. The source has emittance limiting apertures which are esti-
mated to reduce the beam by 50-70% and so we can only estimate the true maximum beam from the
source and its efficiency. For some applications where precision is not an issue, these apertures could
probably be removed.

Parameter Typical values

Target voltage 8.5kV

Extraction voltage 26.7kV

Ionizer current 15.0 A

Caesium reservoir 97C

12C- from source (before apertures) 15-20 uA (estimated)
Source efficiency 3-4% (estimated)

from olive oil). We expect the first to contain no “C and the other 2 to have modern concentrations.
One pL of the solution was injected and the GC programmed to follow a temperature cycle:

* 60 sat 150 °C;

* 10 °C per min ramp to 163 °C (over 78 s);
* 60sat163°C;

* 30 °C per min ramp to 300 °C (over 274 s);
* 900 s at 300 °C.



30 C Bronk Ramsey et al.

The GC column was a HP-5 (Crosslinked 5% PH ME Soloxane, 30 m x 0.32 mm X 0.25 pm film
thickness, HP Part nr 19091J-413). The FID can be used to test the GC separation and identify the
peaks. For GC-AMS, the flow is switched over to the combustion system/AMS after the solvent
peak has come through. The injection to the source is an open split with a 500 mm % 0.075 mm (ID)
methyl deactivated silica capillary (SGE prod code: 0624450) into the source, which gives rise to a
flow rate of about 0.5 mL/min He. The split ratio is, therefore, about 1:5 (source:waste). For higher
sensitivity, the flow rate through the GC could be lowered, but this would compromise GC perfor-
mance. Figure 5 shows a GC-AMS trace with the separated compounds. All 3 isotopes of carbon are
measured (the stable isotopes using CMTE 7803 digitizers, and the '“C using the AMS detector) in
1-s blocks.

12.0 30
methyl
C12 palrrg?ltate methyl
10.0 - ---o--- C14 : oleate + 25
8.0 - : 91 +20 =
_ i O
< :" g
E | Q
S 60 L 4 155
5 : 4 0
. § Q
;f) 1) )C @
5 o ; : L0 T
s 4.0 hexadecane ; 10 &
' q
q
2.0 A :
o le) o ¢ o
0.0 , ' ‘
260 310 360 410

Time from injection (s)

Figure 5 Example of direct GC-AMS using the SO-110 ion source. The 3 compounds injected have been easily
separated and the correct isotope ratios for each compound determined (see main text for details).

The peak widths are fairly good with FWHM about 4 s on the AMS, compared to 2 s on the FID,
showing that good separations can be obtained. There is some low-level tailing present (easiest to
see on the '“C counts on the right of Figure 5). For closely spaced peaks, some form of de-convolu-
tion would be useful. The only aspect of the trace which is not yet properly understood is the
response characteristic. The hexadecane peak on the FID is broader and lower but should be similar
in area—so there seems to be some non-linearity.
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Using a 15-s window on the individual peaks (and normalizing to the absolute ratio for HOXII we
get on routine gas runs), we obtain the following '“C concentrations for the peaks:

» Hexadecane: 0.036 = 0.036 fM;
* Methyl palmitate: 1.055 £ 0.103 fM;
* Methyl oleate: 1.076 £ 0.101 fM.

These values are, within the quoted errors, what we would expect for these samples. The stable iso-
tope ratios are all within a range of 0.5%, which, likewise, is as we would expect. In this case, with
just under 1 pg C per peak being injected into the source, we are getting precision on modern mate-
rial of about 10%. Backgrounds would appear to be of the order of 3% or 30 ng C in the injection
system, though may be non-linear.

CONCLUSIONS

The HVEE SO-110 source coupled with the gas injection system, described here, allows routine
measurements on gas samples down to a few pg (Staddon et al. 2003). The whole system is com-
pletely automated and the gas injection system is substantially simpler than previous versions (Bronk
Ramsey and Hedges 1994b), which should make it more reliable. The main technical advantage is
that the whole sample is now flushed into the ion source instead of using a bellows system (with asso-
ciated dead volumes). Mechanically, the system is simpler because there are no vacuum pumps, no
bellows mechanism, and the assembly is at ground potential. Overall detection efficiency is higher
by a factor of about 2 than the previous system at Oxford (in part because of the improved AMS
transmission); other aspects of the performance are similar on normal-sized samples (>30 ug C).

We have shown that the ion source can also be used for online GC-AMS with very fast time
response (additional FWHM about 2 s) and with precisions of about 10% for injected masses of less
than 1 pg C of modern material. Absolute isotope ratios (stable isotope and !C) are in accordance
with expectations. We expect this to be a valuable method for compound specific work where only
low precision is required (e.g. source apportionment and biomedical work).
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ION SOURCE DEVELOPMENT AT KCCAMS, UNIVERSITY OF CALIFORNIA, IRVINE
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ABSTRACT. The Keck Carbon Cycle accelerator mass spectrometry facility at the University of California, Irvine, operates
a National Electronics Corporation 40-sample MC-SNICS ion source. We describe modifications that have increased beam
current output, improved reliability, and made the source easier to service.

INTRODUCTION

The Keck Carbon Cycle accelerator mass spectrometry (KCCAMS) system at the University of Cal-
ifornia, Irvine, is based on a compact AMS accelerator from the National Electronics Corporation
(NEC) (0.5MV 1.5SDH-1 Pelletron) with a 40 sample MC-SNICS ion source (Figure 1). The NEC
source (Norton et al. 1999) operates routinely in many AMS laboratories worldwide at outputs of a
few tens of uA of C~ ions. Operation above 100 pA is possible, but the source is often unstable and
requires frequent cleaning. We have modified the source to increase the beam current output and to
improve reliability and serviceability, and further work is planned.

SERVICEABILITY

Source Body Support

As supplied by NEC, the 40-sample version of the MC-SNICS is difficult to maintain, since no pro-
vision is made for in-situ servicing, and the entire source must be dismounted for even minor routine
maintenance. Building a system for in-place servicing (Figure 2) seems mundane, but is probably
the most important single change we have made. We bolted NEC’s mobile high-voltage rack firmly
to the floor and built into it a track system to support the source, using filing cabinet slides; longer
versions of the slides are used to support the sample changer during cathode wheel changes. This
allows the entire source body, or the sample changer plus isolation valve, to be rolled back for ser-
vicing, with almost all of the electrical, pneumatic, and cooling connections left in place. One person
can perform a complete source cleaning in 2 hr.

Internal Changes

Maintenance is further eased if the source need only be opened at one end. The insulators supporting
the Cs focus electrode (Figure 1) are unshielded, and occasionally become tracked due to buildup of
sputtered material and must be replaced. As supplied, both ends of the source must be accessed in
order to remove these insulators. By lock-nutting the screws which secure the downstream ends of
the insulators, we can now replace the insulators with only the upstream end of the source opened.

Likewise, removing the ionizer assembly for cleaning (from the downstream end of the source) was
impossible without first removing the Cs focus electrode (from the upstream end) due to interfer-
ences between these 2 assemblies and the Cs feed tube. We have cut away portions of the focus elec-
trode according to a University of Arizona design (W Beck, personal communication), reducing it
from the dished shape shown in Figure 1 to a flat plate mounted from 3 narrow legs. This was done
to improve local pumping, but it also increased clearances sufficiently that the ionizer assembly can
now be replaced with the Cs focus left undisturbed.
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Figure 1 The NEC 40-sample ion source and sample changer. Note the tight clearances between the outer shroud of the ion-
izer assembly and the Cs focus electrode, and the lack of shielding of the post-type Cs focus support insulators (one of three
is shown). The ionizer assembly is supported by 3 legs (not shown here) from the same internal lugs as the Cs focus electrode.

SPARKING AND INSTABILITY

After sample wheel changes, the source is often very unstable, with frequent arcing between the
cathode wheel and the Cs focus electrode which can take hours to subside. The origin of the spark-
ing remains obscure and there may be multiple causes. However, some of the instability may be due
to poor contact between the aluminum sample wheel and a spring-loaded cathode voltage
feedthrough. Sparking was reduced when a copper ring was temporarily bolted to the front of the
wheel to make the contact. For a longer-term solution, we skimmed the front of the wheel flat on a
lathe, and bolted on a stainless steel face plate (Figure 3). This has reduced (though not completely
cured) the problem.

We have also found that the arcing is associated with progressive buildup over several weeks of a
very hard insulating layer on the cathode side of the Cs focus. We speculate that arcing to the cath-
ode wheel occurs due to buildup of stray charge on this layer, which is probably aluminum carbide
from sputtered aluminum and graphite. We routinely swap out the focus electrode every few weeks,
or when the instability becomes troublesome, and remove the deposit by grinding it with a diamond-
tipped Dremel® tool.
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Figure 3 Modified sample wheel, sample clamp ring, and face plate.
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Cs FEED

The Cs feed tube in the NEC source is actively heated but suffers from clogging problems, due in
part to the small tube bore and the presence of a cold spot where the lower end of the assembly loses
heat to the source body via the mounting bracket. This can lead to erratic operation at high outputs,
and to frequent shorting out of insulators when the Cs oven is overheated in an effort to break
through the liquid Cs plug in the line, and “burps” excess Cs into the source.

We are now running the Cs line heater at currents 40% above the original factory setting (45 A ver-
sus 33 A), following advice from other laboratories (D Knies; R Loger, personal communications).
We have also added a layer of fiberboard to the existing heat shield around the Cs line and mounting
bracket, and wrapped the VCR fitting at the top of the Cs oven with additional glass fiber and alu-
minum foil insulation. Together, these changes have raised the temperature of the cold spot where
the VCR fitting attaches to the mounting bracket, and have made the Cs feed system much more
controllable, though care is still required to prevent clogging. We are currently testing a new feed
tube arrangement based on the double-walled, vacuum-insulated Lawrence Livermore (LLNL)
design (Southon and Roberts 2000) which is completely free of this problem.

Cs OVEN

The Cs oven has been replaced to simplify and speed up Cs replenishment. The new unit (Figure 4)
is based on a LLNL design (Southon and Roberts 1997), sealed with a 1.33" Conflat, and heated
with an inexpensive band heater (Hotset Corporation, Battle Creek, Michigan, USA). It accepts full
Cs ampoules that are opened under Ar and placed upright in the oven. It is not necessary to heat and
pour out the Cs, as with the NEC design. This shorter oven is also less likely to act as a cannon when
water is used to clean out residual Cs.

EXTRACTION ELECTRODE

Initially, the extractor, Cs focus, and cathode currents all tended to “run away” over time. When the
source was cleaned, we saw signs of arcing (erosion) on the inside of the conical extractor snout and
the end of its interior collimator assembly (Figure 5), the ionizer baseplate and the ionizer itself, the
downstream side of the Cs focus electrode, and the cathode wheel. A likely explanation is that at
high ionizer power levels, thermionically emitted electrons produce high space charge limited cur-
rents from sharp edges on the ionizer assembly (e.g. in the central aperture where 2 sheet-metal
pressings overlap). These electrons can flow into the extraction gap and sputter positive ions from
the extractor snout and collimator assembly. These positive ions then travel back upstream and
strike the source. Under some conditions, this process becomes uncontrollable until the source is
taken apart and cleaned.

R Loger (NEC) provided us with a new extractor electrode where the standard conical end was
replaced by a large-bore tube (Figure 5), which alleviated the problem by reducing the electric field
in the ionizer aperture. We have modified that design by shortening it and increasing the wall thick-
ness to further reduce the electric field at the tip. The tubular double collimator assembly was
removed to prevent arcing from the end, and was replaced by a single divergence-limiting collima-
tor mounted at the downstream end of the electrode. Extractor currents still rise over time, but typi-
cally by 2-3 mA or less over a 12- to 24-hr run.
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Figure 4 Csoven and band heater. The new oven mates with the smaller of the 2 VCR nuts shown
at the top of the NEC oven assembly in Figure 1.

Figure 5 Extractor electrodes, with electron suppression magnets mounted above and below the beam path. Left to right:
the original conical NEC design with internal 2-collimator assembly; the modified NEC straight-tube design (with short-
ened collimator assembly—front aperture removed); the shortened University of California, Irvine, design with a single
collimator mounted on a transverse bar.

HIGH NEGATIVE ION OUTPUTS

Together, these changes have allowed us to run the source stably at higher cathode voltages and Cs
oven settings to produce higher outputs. However, the key to high output currents is correct posi-
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tioning of the sample wheel. As other researchers have found (M Roberts, personal communication),
running with the wheel several mm back from the factory setting is necessary to obtain a suitably
small (~1 mm) Cs spot at the sample for C— outputs > 100 pA.

This shift is required because as Cs currents in sputter sources increase, space charge moves the Cs
beam waist (focus) back several mm further from the ionizer (Southon and Iyer 1990; Brown et al.
2000). In the NEC source, the Cs focus voltage can be varied to alter the position of the waist, but
as Hausladen et al. (2002) have pointed out, when the “focus” lens is run at high voltages, it actually
defocuses the Cs, pushing the waist back even further. If the lens is run at sufficiently low voltages,
the waist can indeed be moved closer to the ionizer. However, since the focus voltage also deter-
mines the electric field at the ionizer surface, and hence the space charge limited Cs current, outputs
are severely limited at low voltages. Moving the wheel back allows the lens to be run at high volt-
ages, producing a correctly focused Cs beam at high intensities.

OPERATING PARAMETERS
Following these changes, typical running conditions for the source are as follows:

* Cathode voltage: 6.7 KV

* Cesium focus voltage: 3.9 KV

» Extractor voltage: 15.0 KV

* Einzel lens voltage: 1.2 KV

* lonizer current: 24 A

* Cs heater (oven) voltage: 80 V (25 W)
* Cs oven temperature: 200 °C

* Cs line heater: 45 A

+ Sample position: 3 mm back from factory setting.
e C output: 120-170 pA

* Cs consumption: 5 g per 6 weeks

FURTHER DEVELOPMENT

We are testing a new 40-sample wheel which is a bolt-in substitute for the NEC wheel, but uses
6.3-mm-diameter x 12.7-mm-long cylindrical sample holders held in place by spring-loaded ball
inserts. These holders are large enough to be easily labeled, reducing the probability of inadvert-
ently swapping samples. In addition, we have obtained funding from the National Science Founda-
tion to work with NEC, Arizona, and Woods Hole on further source development. A complete new
source body has been purchased from NEC and is being modified for improved cooling, provision
of a vacuum-insulated Cs feed line, and changes to the Cs+ and negative ion geometries. We will
also investigate the potential for better Cs focusing and increased negative ion output from spheri-
cal ionizers.

CONCLUSIONS

Our NEC ion source now runs with reasonable stability for periods of 2—3 weeks at 120-170 pA of
C- output, with results on secondary standards indicating 2-5%. precision/accuracy for '4C
measurements. At these outputs, a typical wheel of 40 samples can be measured to 3—4%. precision
or better in well under 24 hr. Beam emittance has probably increased due to running the source
harder, but the source output is still within the acceptance of the stripper canal of the 1.5 SDH-1
accelerator. Ion source sparking and instability have been reduced, so that stable operation is
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reached within 1-2 hr after a sample wheel change. Although maintenance is required every few
weeks to allow the source to run at high outputs, servicing it has become relatively simple and far

less time consuming.
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THE KECK CARBON CYCLE AMS LABORATORY, UNIVERSITY OF CALIFORNIA,
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ABSTRACT. A new radiocarbon accelerator mass spectrometry (AMS) laboratory for carbon cycle studies has been
established at the University of California, Irvine. The 0.5SMV AMS system was installed in mid-2002 and has operated
routinely since October of that year. This paper briefly describes the spectrometer and summarizes lessons learned during the
first year of operation. In the process of setting up the system, we identified and largely suppressed a previously unreported
14C AMS background: charge exchange tails from “N beams derived from nitrogen-containing molecular ions produced near
the entrance of the accelerator.

THE KCCAMS FACILITY

The Keck Carbon Cycle accelerator mass spectrometry (KCCAMS) facility was established in
2001-2002 with a $2M grant from the W M Keck Foundation and matching funds from University
of California, Irvine (UC Irvine), and was set up to use carbon isotopic techniques, primarily AMS,
to advance understanding of the carbon cycle and its linkages with climate. The facility consists of
3 major elements:

1. A National Electrostatics (NEC) 0.5SMV 1.5SDH-1 accelerator mass spectrometry (AMS) sys-
tem with a 40-sample MC-SNICS ion source;

2. A Finnegan MAT Delta Plus Isotope Ratio Mass Spectrometer equipped with Gas Bench and
Elemental Analyzer (Fisons 1500NC) inputs for gas and solid organic samples, respectively;

3. A new sample preparation laboratory with two 12-head graphitizer lines to supplement existing
UC Irvine sample preparation facilities.

AMS HARDWARE

The spectrometer (Figure 1) is the third NEC production model in a new generation of compact
AMS systems developed in collaboration with ETH-Zurich (Synal et al. 2000). Our system has sev-
eral improvements over previous versions delivered to Georgia (Roberts et al. 2003) and Poznan
(Goslar et al. 2003). These include the use of large cryopumps (Cryotorr 8’s) to improve vacuum
and, thus, reduce backgrounds due to ions scattering from residual gas, and provision of extra beam
diagnostics (beam profile monitors and adjustable slits) and additional corrective steerers (Figure 1).
A larger than normal SF¢ gas handling system (NEC #952 SMB) was specified to allow the acceler-
ator insulating gas to be transferred with minimal losses.

TIMETABLE

Funding for the facility was received in January 2001 and the AMS system was ordered in April
2001 and installed over a 3-week period in June/July 2002. After some initial delays due to ion
source instability problems, the first research unknowns were measured in August 2002 and the sys-
tem was accepted in October of that year; it has since run routinely. On completion of a new Earth

Earth System Science Department, University of California, Irvine, California 92612, USA.
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System Science building in July 2003, the entire facility was moved over a 4-week period, including
time spent dismantling and rebuilding the sample prep lab. Four to 6 people worked on the project
at any given time, including an NEC engineer who supervised reinstallation of the spectrometer. The
last AMS run before the move was on June 29 and tests on July 17 showed that the spectrometer was
working satisfactorily in its new home, just 19 days later. We certainly do not recommend moving
an AMS system every year, but this timetable does illustrate an advantage of these small machines.

THE FIRST YEAR OF OPERATION

Our overall impression after a year of operation is that the system works well. The hardware is reli-
able and well interlocked, and unattended running overnight is routine. In particular, the ion source
sample changer (arguably the most complex part of any AMS system) has been almost trouble-free.
The small sample holders for the MC-SNICS source—too small to be labeled—are worrisome, and
we are working on an alternative design (Southon and Santos, these proceedings). NEC’s AccelNET
control software has proven very reliable, though ease of use would be significantly improved if
more features were incorporated into the present Graphical User Interface. Notable pluses of the
control system are excellent implementations of a strip chart module for system monitoring and
software-assignable knobs and meters for tuning. We use NEC’s standard data acquisition software,
but rely on the Lawrence Livermore (LLNL) Fudger code (T Ognibene, personal communication)
for data analysis. However, we routinely use the strip chart feature of the NEC analysis code (abc)
to scan the cycle by cycle data records to investigate anomalous results. This feature also alerted us
to 2 problems which affected the 13C /'2C measurements: data overwriting due to an incorrectly set
jumper in a CAMAC memory module, and synchronization errors due to a wrongly selected polarity
on a current integrator timing output.

Of course, significant problems have occurred. Accelerator sparks damaged cooling fans inside the
tank, until we added extra shielding around the AC power inputs. Initially, the ion source showed
gross instability, eventually traced to an electrical short that provided a bypass for the current heat-
ing the Cs supply line. A turbomolecular pump in the accelerator gas stripper (Leybold TMP151)
developed a pressure-sensitive leak due to an aluminum KF-10 blankoff flange that had begun to
split under 5 atm of SF, and the pump also twice suffered rotor bearing failures. Beam marks on the
interior of the accelerator vacuum system indicated that the beam was oval not round and it was
eventually determined that the injection magnet had been built with incorrect pole face angles due
to a miscommunication between NEC and manufacturer Danfysik. We had hoped that installation of
new poles would provide an increased margin for beam transmission through the stripper. However,
we observed little change, though beam spots showed that the problem had indeed been corrected.

PERFORMANCE

Following a number of ion source improvements (Southon and Santos, these proceedings), the
source routinely produces 120—170 pA of C~ from both Zn-reduced and hydrogen-reduced graphite.
These outputs allow us to measure a typical wheel of 40 samples to 3—4%o precision in well under
24 hr. Measurement precision and accuracy, based on scatter in results for multiple aliquots of a pri-
mary standard plus deviation of secondary standards from the known values are 2—5%o, with some
runs clearly better than others. The origin of these variations is still unknown. The §13C values mea-
sured on-line often drift by several per mil during a run, but most of these drifts normalize out and
the normalized values are accurate to ~1-2%o. Clearly, there is still room for improvement, but we
are encouraged to have reached this level of performance after just 1 yr.
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BACKGROUNDS
I. N

Recent results from graphitized background samples are equivalent to '4C ages as high as 55 ka. Ini-
tially, however, backgrounds rarely reached 50 ka and exhibited several puzzling features. Count
rates were high even with the Low Energy (injection) magnet far off-mass (Figure 2), though they
did disappear when the ion source Faraday Cup was inserted. Results from Alfa Aesar synthetic
graphite, commonly used as a convenient “machine” blank, were often no better than those from
graphitized coal. There was no strong dependence of the background on stripper gas pressure, indi-
cating that it was not due to incomplete destruction of molecules; and the blanks were unchanged
when nitrogen was used as the stripper gas instead of argon. Experiments where selected pumps
were turned off showed some dependence of blank levels on the vacuum in the HE accelerator tube,
or possibly the HE analyzing magnet. Lack of sufficient pumps in suitable locations prevented us
from carrying out similar experiments in the injection system.
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Figure 2 Detector count rate within the “C energy window versus LE magnet setting, with bouncer voltages of zero and
+100 v. Count rates are far lower with a positive voltage on the bouncer.

Efforts to understand the background led us to study in detail the various trace beams emerging from
the accelerator under different conditions. Scans of the HE magnet with 13C injected into the accel-
erator revealed a surprisingly large baseline current or tail of 5-20 pA, or between 10~# and 103 of
the primary beam (Figure 3). This tail is due to ions which emerge from the stripper in different
charge states and charge exchange to 1" in the HE accelerator tube. The relatively high intensity is
ultimately due to the high stripper gas pressures required for destruction of molecules at 0.5 MV
(Jacob et al. 2000). Figure 3 also shows a feature near the main '3C peak that is probably due to sec-
ondary electrons scattered into the Faraday Cup. Small (~pA) peaks at magnet settings of 7340 and
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7840 gauss are transmitted by the ESA at settings corresponding to E/q equal to the accelerator ter-
minal voltage. This yields M/q = 28 and 32 and we believe these peaks are N," and O," from beam-
induced ionization of residual air in the stripper. We also see beams of several charge states of Ar
from stripper gas ionization, at intensities of nA to hundreds of pA.

0 . . . . .
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Figure 3 Current in the HE magnet Faraday Cup versus magnet setting, with '3C injected (composite figure from several
magnet scans). Current is plotted as a fraction of the current in the primary '3C beam, on a logarithmic scale. A charge-
exchange tail extends over the equivalent of several mass units, or an energy range of hundreds of keV.

Scans were also carried out with mass 14 injected and the HE magnet and ESA and the detector
energy window varied together at settings appropriate for mass 14 charge state 1+. Once again, a
baseline signal—in this case a “!*C” count rate of around 1 Hz, equivalent to 0.2 pMC (percent mod-
ern carbon) or 50 ka—was present at all HE beamline settings, though several peaks were also
observed (Figure 4). Experiments where the ESA was varied showed that the ions were transmitted
cleanly—i.e. the background was not due to scattering in the ESA. We were forced to accept that the
background was truly mass 14 (i.e. nitrogen), made up of charge exchange tails from lower energy
peaks, primarily from the intense peak at 815 keV (a 3 x 1073 tail from a 30 KHz peak gives a count
rate of ~1 Hz, close to that observed). Recalling that this background was present at all injector set-
tings, we realized that we had purchased a '“C AMS system that consistently produced the interfer-
ing isobar, regardless of how it was tuned.

The challenge was then to determine the origin of the “N. Eventually, we realized that the peaks at
1024, 993, and 815 keV represent energies of (1+14/15) x V, (1+14/16) x V1, and (1+14/26) x Vo,
where Vr is the terminal voltage. These are the energies for nitrogen from the breakup of NH-,
NH, -, and CN-, respectively, but for molecular ions generated after the LE magnet, NOT in the ion
source. The most intense peak by far is from CN-, a prolific and easily produced nitrogen ion
(Anbar 1978). We also noted that when scanning the HE magnet with mass 14 injected, pA beams
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Figure 4 Detector count rate when the HE magnet and ESA are scanned together for mass 14 charge state 1+ ions of differ-
ent energies. The injection energy is 55 keV and the accelerator terminal voltage is 530 kV, for a total '4C energy of
1115 keV. Beam currents were reduced by a factor of ~50 to acquire data for the intense peak at the left of the plot. From
left to right: the peaks are due to nitrogen from CN-, NH,~, and NH" generated near the base of the accelerator, and to scat-
tering from a 13C beam injected as mass-14 CH.

were observed at settings equivalent to '°0 at energies of 1060 and 1028 keV, corresponding to
energies of 2 x Vrand (1+16/17) x V5, or O from O-and OH- ions, again generated at the base of
the accelerator.

The basic background problem, then, is due to N-containing molecular ions generated between the
LE magnet and the LE accelerator tube by some mechanism involving beams from the ion source.
These low-energy (~eV) ions drift into the LE accelerator tube, and some reach the stripper and
break up. Some of the resulting N ions emerge from the stripper as 2+ and charge exchange to 1+ in
the HE tube, acquiring sufficient extra energy to mimic '“C. The strong background enhancement at
~4340 gauss in Figure 2 must represent deflection of one of the intense beams from the source on to
a region of the injector where production of the molecular ions is maximized.

Such backgrounds will typically not be a problem in larger '*C AMS systems, where particle iden-
tification is used routinely; nor will they interfere in single-stage AMS systems (high-voltage decks)
where only negative ions are accelerated. Small AMS systems accelerating 1* ions are vulnerable
because they suffer from enhanced charge exchange in the HE accelerator tube due to high gas strip-
per pressures.

On discovering both O and N beams from the base of the accelerator, we leak-checked the area thor-
oughly but found nothing. Although the ultimate source of the nitrogen is probably air introduced
during accelerator or ion source openings, the process is rather indirect, or use of nitrogen as the
stripper gas would have had catastrophic results. It may require the buildup of nitrogen and other



KCCAMS: Initial Operation and a Background Surprise 47

atoms in close proximity on interior surfaces of the vacuum system, where they can be sputtered as
molecular ions by stray beams.

We realized that since most of the critical region between the LE magnet and the LE accelerator tube
is part of the bouncer, running at a small positive bouncer potential when injecting '4C should trap
low-energy negative ions within the bouncer structure, thereby suppressing most of the background.
This proved to be the case. Running the bouncer at +50 to +100 v rather than zero reduced the count
rate from Alfa graphite by up to 80% and removed the off-mass background almost completely (Fig-
ure 2), and the stray oxygen beams also disappeared. A partial re-scan of the HE magnet/ESA com-
bination showed that the 1024-keV nitrogen peak in Figure 4 had been reduced by 90%. Back-
grounds equivalent to ages of 56 ka (coal) and 54 ka (calcite) were obtained from graphitized
samples, together with an age of 62 ka for Alfa graphite. Clearly, the background problem had been
brought under control, if not eliminated completely.

We upgraded the injector vacuum system by adding a pumping restriction and a turbomolecular
pump upstream of the LE magnet, in an attempt to reduce the background still further by reducing
the periodic injections air and water from sample changer openings. However, this had little effect.
Shortly, we will test the effect of adding a collimator and a negative bias ring immediately in front
of the LE tube, mounted off the gap lens at the downstream end of the bouncer, to suppress the
remaining 20 cm of beamline. Alternatively, since gas AE-E detectors with ultra-uniform silicon
nitride entrance windows can resolve '“C and '“N even at these low energies (M Suter, personal
communication), the problem could be avoided by using particle identification, though at the
expense of some increase in the cost and complexity of the system.

Il. Scattering

We have also begun to investigate backgrounds due to scattering, especially from '3C. Figure 5
shows an oscilloscope trace of the detector amplifier output during the 12C, 13C, and part of the '“C
bounce periods. It illustrates the very high count rates that occur when 12C and !3C beams are
brought around the HE magnet. Some of these ions scatter from residual gas and pass through the
magnet image slits, and still have energies sufficiently close to the nominal value to pass the ESA
and reach the detector. Even after we added a tubular extension to an existing pumping restriction at
the entrance to the HE magnet and improved the vacuum to an estimated 1 x 1077 torr at the 45°
point, we observed count rates of ~5 KHz per pA of analyzed '2C, and 50 KHz per pA of 13C.

It is surprising that this mechanism can generate count rates when “C is being measured, since the
only 13C ions injected are mass-14 3CH- or a high-energy '3C- sputtering tail (Litherland 1984) at
14/13 of the normal injection energy. The energy of 3C* from CH is 42 keV too low at the HE mag-
net (gas scattering from this '3C beam in the HE magnet produces the 1073-keV peak in the HE
magnet/ESA scan in Figure 4). Because of this energy mismatch, any gas-scattered ions should be
rejected when the ESA is at normal '“C settings. The intensity of the higher energy charge-exchange
tail from this weak (~5 nA) beam is insufficient to provide a significant count rate via scattering.
Measurements on analyzed beams after the HE magnet indicate that the sputter tail from our source
(6.5 keV sputtering energy) is below 1 pA or 2 x 1076 of the primary beam when the system is tuned
for an injection energy just 1.5 keV higher than the actual source voltage setting of 55 kV. This sug-
gests that the intensity of any beam tail injected at 14/13 of the nominal energy is very small.

Nevertheless, it does appear that scattered '3C background is significant. Experiments in collabora-
tion with LLNL colleagues showed that enriched 13C samples (99% 3C) gave count rates on our
system equivalent to '“C samples of 5 to 10 pMC. The material was known to be '*C-dead from 4+
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12C injected

Figure 5 Detector amplifier output (oscilloscope trace). Very high scattering count rates are present when 12C and
13C are brought around the HE magnet—so high that pulse pileup and amplifier baseline shifts occur—though the
system recovers well before '“C counting begins.

AMS measurements at 6.5 MV. Count rates equivalent to 30 pMC (T Ognibene, personal communi-
cation) were observed on a small NEC AMS system at LLNL (Ognibene et al. 2000), similar to ours
but with poorer vacuum in the HE magnet. Scaling the results for our system to samples of normal
13C content, we can expect backgrounds in the 0.05-0.1 pMC range.

Resolving this residual '3C background from '“C via particle identification appears problematic at
these low energies (M Suter, personal communication). In principle, the problem could be solved by
adding a third dispersive element, i.e., replacing the ESA with a second 90° magnet, followed by a
Wien Filter acting in the vertical. Two-magnet systems have been used since the early days of AMS,
specifically to remove any scattered beam component. However, these changes would add signifi-
cantly to the cost and size of the small system. Alternatively, vacuum in the HE magnet could be
improved by moving it further from the accelerator to accommodate an additional pumping restric-
tion and a second pumping stage, but this would require changes to the entire HE beamline geome-
try, and might result in beam losses in the magnet.

CONCLUSIONS

The Keck Carbon Cycle AMS lab is now operating routinely. In the process of setting up the system,
we have identified a previously unreported '“C AMS background: charge exchange tails from 4N
beams derived from nitrogen-containing molecular ions produced near the entrance of the accelera-
tor. We have suppressed most of this background by appropriately biasing internal electrodes and
the problem could also be solved by using E-AE particle identification. Scattering of 13C in the HE
magnet generates additional backgrounds in systems such as ours that lack a third (anti-scatter) dis-
persive element. Nevertheless, we have achieved blank levels in this new facility that are compara-
ble with those of larger AMS systems, at a fraction of the cost.
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THE NEW 14C ANALYSIS LABORATORY IN JENA, GERMANY
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ABSTRACT. The new accelerator mass spectrometry (AMS) Radiocarbon Analysis Laboratory in Jena is described. The
laboratory developed a combustion system for solid samples and a CO, extraction system for air samples. Thus far, sample
preparation, including graphitization, was performed in the laboratory, and the samples were measured subsequently by other
AMS facilities. Currently, the laboratory owns a 3MV AMS system from HVEE (Netherlands) that has passed the acceptance
tests and will be used for routine “C determinations in the near future. The AMS system is equipped with 2 ion sources, one
suitable for graphite targets and the second for both graphite and CO, targets.

INTRODUCTION

Accelerator mass spectrometry (AMS) of radiocarbon is an important and well-established tool in
many fields of science (e.g. in archacology or biomedical applications). One of the major fields of
research at the Max-Planck-Institute of Biogeochemistry is the investigation of the local and global
carbon cycle of the earth system. With the ability of the AMS technique to determine the carbon iso-
topic composition of samples of mg size or less, AMS is also applicable to support these investiga-
tions. Therefore, the '“C Analysis Laboratory was formed within the institute in 1998.

Since the year 2000, the *C Analysis Laboratory in Jena has been assisting research in the institute
by providing state-of-the-art preparation of solid and gaseous samples for 14C measurements. In the
first years of the laboratory, the samples were pretreated, combusted, and graphitized at Jena, while
the AMS measurements were performed at the Leibniz AMS Laboratory in Kiel, Germany, the
Rafter Radiocarbon Laboratory in Lower Hutt, New Zealand, or the Research Laboratory for
Archaeology in Oxford, Great Britain.

Below, we describe the sample preparation line, its performance, and the sample management sys-
tem AMSIS (AMS Information System), which was designed and implemented for controlling the
flow of samples through the processing. In September 2003, a 3MV accelerator, manufactured by
High Voltage Engineering Europa (HVEE), was being installed and commissioned at the laboratory.
The features of this accelerator are summarized and presented together with the first performance
measurements.

SAMPLE PREPARATION

Sample Preparation Line

The majority of the samples that were prepared in the laboratory so far were soil and air samples,
although other materials like wood were also prepared. The first stage of the sample preparation is
chemistry. In the case of soil samples, if required, inorganic carbon was removed. For wood sam-
ples, a-cellulose was extracted.

The schematic set-up of the post-chemistry sample preparation line is shown in Figure 1. The heart
of it is the UGCS (Universal Gas Collection System) which is used for solid as well as gaseous sam-
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ples. Solid samples enter the sample preparation line through the elemental analyzer, which is a
NC2500 (Carlo Erba), consisting of a combustion and a reduction oven, a chemical water trap, and
a gas chromatograph (GC) column. We use the conventional set-up, i.e., in contrast to the proposal
of the Groningen group, all the CO, passes through the GC column (Aerts-Bijma et al. 2001). A
small part of the sample mass is used for the IRMS (isotope ratio mass spectrometer), model Delta
Plus (ThermoQuest). The major part of the sample is extracted from the helium flow in the cryogenic
CO, trap of the UGCS and directed into either riglets (reactors) for graphitization, special flasks for
the gas source, or alternatively to ampoules for storage. Altogether there are 20 outlet ports, allowing
the processing of 20 samples in 1 combustion batch. UGCS has been built in such a way that future
connections to other input sources can be easily implemented, e.g., to a laser ablation system.

solid UGeS
samples
IRMS

Elemental Analyzer %

ampoules oven for

air graphitisation
samples — ™

ACES

Figure 1 Schematic set-up of the post-chemistry sample preparation line showing the major parts: the elemental
analyzer, the IRMS (isotope ratio mass spectrometer), the ACES (Air-CO,-Extraction System), and the UGCS
(Universal Gas Collection System). For more details, see text.

In the air samples, the bottles containing the samples are mounted to the ACES (Air-CO,-Extraction
System), which consists of a manifold for 20 bottles and a cryogenic water trap. The CO, is
separated from the other gases (nitrogen, oxygen, and argon) in the UGCS cryogenic CO, trap and
subsequently treated like the CO, from solid samples. Each individual extraction takes about 2 hr,
limited by the pumping speed of UGCS, which we want to improve in the future.

The standard operation mode is semi-automated, i.e., all valves can be controlled from a switch-
board, and only a small dewar with liquid nitrogen has to be positioned manually to the CO, trap (for
the extraction of CO, from helium or air) and the respective sample container (for the transfer of the
sample from the CO, trap to the sample container). For the extraction of CO, from air, an alternative
fully-automated mode was developed: all valves in this mode are controlled through a computer
interface (National Instruments) and an electronic unit built in-house. The control software is based
on Measurement Studio (National Instruments) and is written in the computer language C. Instead
of moving a small dewar between first the CO, trap and the respective sample container, a large one
was designed that permanently cools all sample containers, and only the CO, trap is moved pneu-
matically in and out of the large dewar. The liquid nitrogen of this large dewar is refilled automati-
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cally. With this automation, we hope that unattended overnight operation will become a standard
routine in our laboratory.

Performance of the Sample Preparation Line

Presently, around 800 samples (not including standards, background, and test samples) have been
prepared with the described system, mainly soil and air samples. With the soil samples, we found
that it was very important to check whether the combustion oven within the elemental analyzer is
really free of carbon from the previous sample. Therefore, after each soil sample we added combus-
tion cycles without any sample and used the IRMS to measure the resulting carbon peak. The com-
bustions without samples were repeated until the peak of the carbon was below 104 of its usual
height. For soil samples with a total mass between 20 and 50 mg, up to 7 empty combustion cycles
were required.

Anthracite was used initially for the combustion blank. In the first 15 batches, we reached a mean
value of 0.35 pMC (45,500 BP), but starting with batch 16, we used a new piece of anthracite and
the mean value increased to 0.55 pMC (41,700 BP) (Figure 2). To avoid the uncertainty due to the
sample material, in the last batch (nr 22) we used the IAEA C1 marble standard (Rozanski et al.
1992) and obtained 0.216 + 0.016 pMC (49,300 BP) as a mean value of the 3 samples. These values
are not as good as the ones reached with the sealed ampoule hydrolysis technique (e.g. Nadeau et al.
2001), but are very good compared to published values of other laboratories with a comparable sys-
tem (e.g. Aerts-Bijma et al. 2001). In the future, it will be checked whether the good values and the
low scatter measured with the 3 C1 standard samples of the last batch can be reproduced. As soon
as we have more statistics for the background, we will experiment with taking off the combusted
CO, before the GC column, as proposed by the Groningen group (Aerts-Bijma et al. 2001).
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Figure 2 Background levels resulting from samples prepared in Jena, but measured at other facilities. Up to batch 15,
the samples originated from a single piece of anthracite, yielding a mean value of 0.35 pMC (45,500 BP). From batch
16 to 21, another piece of anthracite was used and the mean value increased to 0.55 pMC (41,700 BP). In batch 22,
the C1 marble standard of the IAEA was used and gave a mean value of 0.216 + 0.016 pMC. These mean values are
indicated by the solid line. The mean value of the graphitization background measured with bottled CO, gas (purity
4.8, Linde AG, Germany) is indicated in the figure by the dashed line.
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To determine the graphitization background, bottled CO, (purity 4.8, Linde AG, Germany) was pro-
cessed through the UGCS. The mean value graphitization background obtained from 12 measure-
ments was 0.264 £+ 0.084 pMC (47,700 BP). The “large” scatter is due to problems with 2 samples.
But even without the 2 outliers, the mean value is 0.224 £ 0.040 pMC and, therefore, higher than one
of the C1 standard samples, which indicates that our CO, either is not be completely free of '“C or
there is a problem with contamination. Nevertheless, this mean value is satisfactory for our purpose
and our system does not require modifications at the moment.

The reproducibility of processing was checked by using the measured values of the standards. The
observed scatter agrees well with the expectations based on counting statistics (Figure 3). As a further
test, a set of IAEA standards with different '4C concentrations was used, namely C5 (23.05 pMC)
and C2 (41.14 pMC) (Rozanski et al. 1992). Up to now, we processed only 3 samples of each and
found a reasonable agreement with the nominal values.

— T T T T T T T T T T T T T T T T T T T T T3

3r ]

[ ° ]

2 [ ° ]

[ ° ]

[ ° ° ° T

c b _______ i _______ & _ o ______ e ______ .

g K Y 1

S [ o ' e o ]
3 0 ° ® 8 s hd - ?

L ‘ P 4

o [ . o ) o ]

2 L L ° i

(_“ B [ J ) ) o -

@ Ap-----omommm e 6" T T -

S . :

L ° J

2k ° ]

: ° ]

S R DR RENPUR RENNU R SRS PR S R S S R

11 12 13 14 15 16 17 18 19 20 21 22 23

batch number

Figure 3 Precision of standards resulting from samples prepared in Jena, but measured at other facilities. Shown are the
deviation of the single values from the mean value of the respective batch, divided by their statistical errors. Therefore,
+1 corresponds to +1 o and the percentage of 67% found within +1 is in good agreement with the expectation for the
scatter due to statistical reasons alone.

LABORATORY MANAGEMENT SYSTEM

AMSIS (AMS Information System) is an in-house developed database system designed to allow an
efficient management of the workflow in the '4C laboratory (see Figure 4). It was written in MS
Visual Basic 6.0 and the data is stored in the institute database IBM DB2.

When samples are submitted to the laboratory, all sample information is stored in the database. Sub-
sequently, AMSIS assists the laboratory staff in preparing lists of samples for the various stages of
processing, i.e., chemistry, combustion, CO, extraction from gas samples, graphitization, and AMS
measurement. It allows listing samples that are in the different stocks awaiting processing. The
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Figure 4 Logical flow chart diagram of AMSIS (AMS-Information System). The chart shows schematically the
possible paths of the samples from submission to the final results. The upper rows indicates tables where different
lists are stored. The lower rows show the different stocks from which samples can be selected for processing.

employment of AMSIS allows optimization of the process by selecting certain samples to be pro-
cessed in 1 batch and determine their order. This, for example, allows minimizing the possibility of
cross-contamination between samples (e.g. when a very old sample would be combusted after a very
young one).

Due to the direct transfer of weight from the balances in the AMSIS database and the use of bar-
codes for labeling the samples, the probability of human errors is largely reduced. The barcodes are
printed by AMSIS on barcode printers connected to PCs for the submission, for the test tubes in
which samples are chemically processed, and for the Eppendorf vials containing the tin capsules
with samples for combustion. After combustion, the CO, is stored in riglets that are numbered. If the
sample is graphitized, the target wheel positions are stored in the database. AMSIS also allows a fast
and transparent comparison according to various criteria and viewing of the “processing tree” of a
given sample (the tree representing to what treatment a given sample was subjected).

AMSIS is currently being implemented in the laboratory.

AMS SYSTEM

At our laboratory, a 3MV Tandetron 4130 AMS !#C system was installed by High Voltage
Engineering Europa (HVEE), Netherlands, and passed all acceptance tests on 30 September 2003.
The system is very similar to those operating in Groningen (Netherlands), Kiel (Germany), and
Nagoya (Japan). All these systems operate at a terminal voltage of 2.5 MV and apply the so-called
recombinator for simultaneous injection of the 3 carbon isotopes. Detailed information on layout,
characteristics, and performance can be found elsewhere (Gottdang et al. 2001).
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Figure 5 Results of the acceptance test of our system using Ox II targets prepared at the Leibniz AMS laboratory in Kiel,
Germany. The upper diagram shows the mean '“C/!2C ratios measured for each sample and the mean value for each set (i.c.
each day). The error bars are calculated from counting statistics and the dashed lines show the 1-c uncertainty for each set,
determined by the scatter of the mean values of the single samples. The lower diagram shows the respective 8'3C values,
normalized by setting the mean values of each set to —17.8%o. The error bars are calculated from the scatter of the 4-5 runs
of each samples. The solid lines show the mean values and the dashed lines their uncertainty of +0.73%o and +0.70%o.
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A major difference with the other AMS systems mentioned previously is the second injector with an
ion source model SO-110, in addition to the standard ion source 846 B. The ion source SO-110is a
hybrid negative ion sputter source capable of handling solid graphite as well as gaseous CO, sam-
ples. For small samples (a considerable number of our samples), the higher efficiency of the gas
source is particularly important (Bronk Ramsey et al. 1997). Detailed information on layout, char-
acteristics, and performance can be found in Bronk Ramsey et al. (2004) and references therein.
Compared with earlier HVEE AMS systems, the injectors have a higher ion optical acceptance for
the isotopic carbon beams. Therefore, we can operate the system with higher ion currents of approx-
imately 50 uA analyzed '>C-under standard conditions.

The ability of the system with the ion source 846 B was demonstrated by measuring the '“C/12C and
13C/12C ratios of 2 sets of 6 standard samples (Ox II) precisely and reproducibly. Within 1 set of
samples, the runs took place in a cyclical measuring sequence; in each sequence, each sample was
measured for 540 s, giving approximately 50,000 '“C counts. For the acceptance tests, 4—5
sequences per set were measured. Set 1 (samples 1 to 6) was measured on 15 September, and set 2
(samples 7 to 12) was measured on 18 September. The mean values of the sets reached a precision
0f 0.20% and 0.23%, with averaged statistical errors of 0.19% and 0.24%, respectively (see Figure
5). Furthermore, the system proved to have a low background below 54,000 BP. The used material
from commercially available graphite rods has given the equal background level at other systems,
too (Gottdang 2003).

The precision of the SO-110, operating with CO, gas, was tested analogous with 2 sets of 6 samples,
measured on 29-30 September each set on 1 day, and reached a precision in *C/!2C of 0.48% and
0.44%, with averaged statistical errors of 0.44% and 0.39%, respectively. The lower precision (as
compared to the 846 B ion source) is due to the lower currents. The background level was found to
be at 43,000 BP.

CONCLUSION

At the “C Analysis Laboratory in Jena, a sample preparation line has been implemented success-
fully. This system has demonstrated all requirements needed for our applications. Because the aim
of the lab is the support of the in-house scientists, the majority of the samples in the future will be
soil and air samples. Our samples are expected to be small in terms of the carbon content, in partic-
ular the air samples, although they will have rather high '“C concentrations. Therefore, our future
development will concentrate on better precision for small samples.
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CAPABILITIES OF THE NEW SUERC 5MV AMS FACILITY FOR '4C DATING
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ABSTRACT. A new National Electrostatic Corporation (NEC) 5MV accelerator mass spectrometer became operational at
the Scottish Universities Environmental Research Centre (SUERC) in July 2002. It has 2 Cs sputter negative ion sources: a
134-sample source (S1) for the routine measurement of all species, and a hybrid source (S2) with 40 spaces for radiocarbon
measurements with either graphite or CO, samples. A number of performance tests on graphite samples have been carried out
on both sources. A precison of better than 0.3% is feasible for modern samples on a routine basis. The “C background of the
machine and the graphite preparation process blank are 0.04 +0.01 and 0.16 + 0.05 pMC, respectively, indicating that '4C dat-
ing back to ~50 kyr BP is possible. The normalized 4C values for a series of reference materials agree well with the IAEA,
TIRI, and FIRI consensus values. Routine measurement of 4C has been underway since May 2003. Preliminary results of
performance tests on the CO, gas ion source are also reported.

INTRODUCTION

A new NEC 5MV accelerator mass spectrometer (AMS) was installed at the Scottish Universities
Environmental Research Centre in July 2002 (Freeman et al., forthcoming a, b). The SUERC spec-
trometer is equipped with 2 ion sources. One source (S1) accommodates up to 134 samples and is
intended for the routine measurement of all species (1°Be, 14C, 26Al, 36Cl, and 2°1), while the other
40-sample source (S2) is a hybrid ion source for radiocarbon measurements with either graphite or
CO, samples. This paper presents the results for performance tests on graphite samples using both
ion sources and also includes preliminary results for performance tests on CO, samples.

14C Performance Tests on Solid Samples

A number of performance tests for “C have been performed for the SUERC AMS using the 2 ion
sources. The tests have included the study of parameters such as precision, accuracy of normaliza-
tion, background levels, as well as sample lifetime and throughput. The graphite targets were pre-
pared by the 2 SUERC-hosted “C laboratories, NERC lab and SUERC lab, based on the method
given by Slota et al. (1987). Each target is composed of 1-2 mg C mixed with 1-2 mg Fe powder.
The injection energy of the extracted negative ions was 66 KeV. The measurements were performed
at a terminal voltage: 4.5 MV; charge state: +4; total ion energy: 22.5 MeV; and Ar stripper gas pres-
sure: 7-8 Torr. Each sample was scheduled for 5 measurements. For an individual measurement, the
modern samples (e.g. oxalic acid and barley mash) were determined until statistical uncertainty
reached 0.5% (40,000 “C counts), while the background graphite samples were counted for 9000
cycles (about 15 min). However, some samples were completed early if an assigned target value,
based on the mean standard deviation of the 3 most recent measurements (0.5% for the modern sam-
ples and 10% for background samples), was reached.

For data reduction, an off-line data reduction program calculated 4 values from the measurement
data: (1) mean sample isotopic ratio (a weighted average); (2) statistical uncertainty; (3) standard
deviation of the mean (SDOM) uncertainty of isotopic ratios; and (4) 2 statistics. The program uses
the 2 statistics to determine if the scatter of the measured isotopic ratios about the average is con-

!'Scottish Universities Environmental Research Centre, East Kilbride G75 0QF, United Kingdom.
2Corresponding author. Email: s.xu@suerc.gla.ac.uk.

3NERC Radiocarbon Laboratory, East Kilbride G75 0QF, United Kingdom.

4Department of Statistics, University of Glasgow, Glasgow G12 8QW, United Kingdom.
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sistent with the counting statistic uncertainties of the measurements. Briefly, a sample passes the 2
test if its 2 statistics are less than or equal to the 5% y? value which varies with degree of freedom,
and fails the y? test if its 2 statistics are greater than the 5% y? value. For samples that pass the >
test, the program sets the sample ratio equal to the weighted average of the measurement ratios and
its uncertainty to the statistical uncertainty. However, for samples that fail the % test, the simple, not
the weighted, average of the measurement ratios and SDOM are used for the sample ratio and its
uncertainty, respectively, in subsequent calculations. Moreover, in this study, 8'3C values and uncer-
tainties calculated from measured 3C/'2C ratios were used for isotope fractionation correction for
14C activity or age calculations.

Acceptance Tests

Three oxalic acid standards (OxII) and 3 barley mash samples were used for precision acceptance
tests on source S2 (Table 1). In this batch, the '2C- currents were between 50 and 58 uA, with an
accelerator 4+ particle transmission of 56%. The standard deviation (1 &) of the 13C/!2C and 4C/'2C
ratios of the individual OxII sample was 0.2—0.4% and 0.2—0.3%, respectively. The latter is identical
to the statistical uncertainty of 0.2—-0.3%. Averaging the 3 OxII samples gives a precision of 0.15%
and 0.13% for the 13C/12C and 4C/'2C ratios, respectively. These results showed better than 3%o pre-
cision on the individual and average values. In the case of the barley mash samples, precision on the
13C/12C and '4C/12C ratios of the individual samples was 0.2% and 0.4%, respectively. These 3 sam-
ples yielded better than 3%o precision not only on the average 1*C/!2C ratio (0.26%) but also on the
normalization value (0.27%). It should be pointed out that a repeat of the test at high currents (about
80 nA), but with reduced accelerator 4+ particle transmission (50%), gave similar results.

The same performance tests were also carried out on source S1. The negative currents extracted
from S1 source were 30-35 A, slightly lower than those from S2. The average accelerator 4+ par-
ticle transmission was 56%. Following the same experimental conditions used in S2, the S1 source
gave similar precision for the *C/12C and '3C/!2C ratios as observed in S2 source. Therefore, the
acceptance tests demonstrated that our new AMS system can perform high-precision measurements
of #C/12C and '3C/!2C ratios.

System Background

A natural graphite sample (Alfa Aesar graphite powder 100 mesh with a purity of 99.9995%) was
measured to assess machine '“C background, while doublespar (TIRI F) and an interglacial wood
(BK-ow) were used to assess system contamination. These materials were always placed adjacent to
an OxII or modern sample to monitor any possible cross-contamination between the sample targets.
The observed 4C/12C ratios of Alfa Aesar graphite were generally less than 5 x 10719, corresponding
to 0.03 pMC (Table 1), which is equivalent to a '“C age of 64 kyr. This result clearly shows that
machine background and source cross-contamination are negligible.

A large volume of CO, was produced from doublespar and interglacial wood to minimize contami-
nation during CO, production. From this volume, sub-samples of CO, equivalent to 1-2 mg C were
graphitized. The doublespar yielded 0.16 = 0.06 pMC, while the interglacial wood yielded
0.16 £ 0.05 pMC. This indicates that a slight contamination has occurred during the graphite target
preparation process. Based on the calculation given by Donahue et al. (1990), a '*C dating limit of
51 kyr was obtained.
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Table 1 Precision of '“C acceptance test measurement on 19 May 2003 (Source S2)2.
12C- MCcounts '3C/12C S13C 14C/12ehb 14C
Materials (1A)  (atoms) (x1072) (%0) (x10712) (pMC)
Oxalic acid 50 121,338 1.0641 + 0.0021 1.2094 + 0.0035
Oxalic acid 52 121,941 1.0667 + 0.0045 1.2074 + 0.0035
Oxalic acid 53 248,613 1.0643 + 0.0021 1.2063 + 0.0025
Mean for above 3 samples 1.0650+0.0016 —17.8+1.5 1.2077+0.0016 134.07£0.27
Relative deviation (%) 0.15 0.13
Statistical uncertainty (%) 0.14
Barley mash (BBM-48) 50 122,202 1.0557 +£0.0019 -264+1.4 1.0426+0.0043 115.78 £ 0.60
Barley mash (BBM-49) 55 122,557 1.0587+0.0023 -23.5+1.1 1.0474+0.0039 116.31 £ 0.56
Barley mash (BBM-50) 58 122,717 1.0584 +£0.0021 -23.8+1.5 1.0426 +0.0044 115.77 £ 0.61
Mean for above 3 samples 1.0573+0.0014 -24.6+1.6 1.0442+0.0028 115.95+0.31
Relative deviation (%) 0.13 0.26 0.27
Alfa Aesar graphite 50 134 1.0781 + 0.0016 0.00030 + 0.00003  0.034 + 0.003

2No data blocks were rejected.
YNo background was subtracted and isotope fractionation was corrected using AMS §!3C.

4C Accuracy

A series of well-characterized samples were measured to assess the accuracy of the “C measure-
ments. These included IAEA C6 (ANU sucrose) and barley mash (TIRI A) to assess accuracy and
precision of modern samples, while IAEA C2, C5, C7, C8, Belfast cellulose (FIRI I), and 96 humin
(in-house standard) provided samples with a range of ages for similar tests. The results showed that
most of the individual measurements agreed with the consensus values within the 1-¢ uncertainty
margin. In Table 2, average measured 4C values are compared with the consensus values. It is clear
that the relative !“C age differences between the measured and the consensus values are all in the
range from —0.4 to 0.5%.

Table 2 Normalization of reference materials.
Measured '4C

Consensus 4C?2

Nr of Activity Age Activity Age Relative

Code Materials samples (pMC) (BP) (pMC) (BP) difference (%)
IAEA C6  Sucrose 5 150.31+£039 — 150.61 £0.11 — -0.20
TIRT A Barley mash 25 116.35+0.52 — 116.35+0.0084 — 0.00
IAEA C7  Oxalic acid 3 49.65+029 — 49.54+0.13 — 0.22
IAEA C2  Travertine 3 41.13+£0.27 — 41.14£0.03 — —0.02
IAEAC5  Wood 4 23.15£0.11 — 23.05+0.02 — 0.43
IAEA C8  Oxalic acid 3 15.11+0.08 — 15.03+0.18 — 0.53
FIRI I Belfast cellulose 16 — 4494 +£35 — 4485+ 6 0.20
96H Humin 18 — 3365+37 — 3379+ 66 -0.41
TIRI F Doublespar 41 0.16 £0.06 52,000 0.180 £ 0.006 — —
BK-ow Interglacial wood 23 0.16 £0.05 52,000 — — —

Alfa Aesar Natural graphite 22 0.04+0.01 63,000 — — —

2Consensus values for IAEA C2, C5, and C6 are from Rozanski et al. (1992), IAEA C7 and C8 from Clercq et al. (1998),
TIRI A and TIRI F from Gulliksen and Scott (1995), and FIRI I from Scott (2003).

In addition to the performance tests listed above, 813C values measured with the SUERC AMS were
compared with those determined using dual inlet mass spectrometers (VG OPTIMA and MICRO-
MASS SIRA 10). AMS 813C values were obtained from the AMS-measured '3C/'2C ratio of the
sample normalized to the measured '3C/12C ratio of the OxII standard materials. Figure 1 shows a
comparison of 813C values from the 2 methods for a typical batch of measurements. In this batch, the
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AMS 813C values for 102 of the total of 104 samples agreed with the dual inlet MS 8!3C values
within £5%o, which brings about a maximum of 40 yr difference when applying the 8'3C correction
to the '*C/13C ratio in '*C age calculation. At present, the reason for the difference is not quite clear
and more precise measurements over a long term need to be done; however, we expect that the AMS
813C values can potentially be used for isotopic fractionation correction of the 1“C ages, as has pre-
viously only been used in very a few AMS laboratories (e.g. Bonani et al. 1987).
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Figure 1 Comparison of §'3C values measured with the SUERC AMS system and dual inlet isotope mass
spectrometer (IRMS)

PRELIMINARY PERFORMANCE OF THE GAS ION SOURCE

Although the full performance tests on the gas ion source have not yet been completed, a brief
description of the gas ion source with the preliminary performance results are reported as follows.
The CO, sample is introduced into the 40-sample ion source (S2) by the gas handling system (Figure
2). This handling system uses a manifold and gas flow control system, which applies in 10 individual
gas sample containers (bellows). As the bellows (116 cm?) are much larger in volume than the man-
ifold (9 cm?3), it can be ensured that little of the gas is wasted when the common part of the manifold
is evacuated before another gas sample is introduced. The manifold is connected to the source by a
0.25 mm i.d. capillary of 1.2 m length, giving a constant gas flow for a given pressure. The pressure
is measured with a pressure transducer (400 mbar) and this is used to regulate the bellows’ volume.
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Figure 2 Diagram of the gas handling system

The sample holder used for the gas sample in the ion source is modified from that used for a solid
sample by inserting a piece of titanium into the sample holder. The holders are fixed in the sample
wheel where the gas tube is pressed on the back of the sample holder. The CO, is directly fed
through the gas tube to the holder where it is passed over and adsorbed onto the titanium; sputtering
by the Cs beam generates negative ions of carbon and oxygen. The targets become sufficiently con-
taminated with the carbon from the gas so that they must be replaced for each sample.

In operation, gas flow and current stabilization were firstly performed in order to keep the source
performance the same for each sample. A typical 10 pA of C~ could be extracted. To determine the
CO,; to C~ efficiency, we used about 250 g of carbon for a 2-hr measurement, stabilized at 6 pA.
This represents an overall efficiency of about 2% for negative ion production. The background beam
current, however, was less than 40 nA. These values are comparable to previous reports (e.g. Mid-
dleton et al. 1989; Ramsey and Hedges 1997).

In the first measurement with the '2C- currents ranging from 7 to 10 pA and an average accelerator
4+ particle transmission of 57%, the standard deviations (1 o) of the *C/!2C ratios for a single sam-
ple, 5 measurements for OxII and doublespar, and 3 for barley mash, were 0.6%, 18%, and 1.1%,
respectively, which is comparable to the statistical uncertainties. On the other hand, the precision on
the 13C/12C ratios for the 3 samples was 0.2—-0.3%. Encouragingly, these first results imply that pre-
cision for an individual sample is comparable between graphite and the gas source.

CONCLUSION

Since May 2003, the fully-automated and high-throughput SUERC AMS system has been used rou-
tinely for '“C dating. Measurements with modern samples have shown that a precision of better than
0.3% is obtainable. The levels of background for the AMS machine together with the sample prep-
aration process are generally 0.16 pMC, indicating a '4C dating limit of 51 kyr. Further performance
tests on the gas ion source are in progress.
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DIRECT COUPLING OF AN ELEMENTAL ANALYZER AND A HYBRID ION SOURCE
FOR AMS MEASUREMENTS

Thomas Uhl! « Wolfgang Kretschmer « Wolfgang Luppold ¢ Andreas Scharf
Physikalisches Institut, Universitdt Erlangen-Niirnberg, 91058 Erlangen, Germany.

ABSTRACT. The requests to measure many samples, and samples with very low carbon masses, make it necessary to
develop new techniques in sample handling to accelerate sample preparation and to eliminate carbon contamination. Our
40 MC-SNICS was recently modified to a hybrid ion source. To run the hybrid ion source with a gas parameter, settings were
studied and a gas handling system for the direct coupling of an elemental analyzer and a gas ion source was developed.

INTRODUCTION

The Erlangen group uses the accelerator mass spectrometry (AMS) technique for radiocarbon dat-
ing. The ratio of '*C to '>C is determined from graphite targets with an ion-sputter source (40 MC-
SNICS). Restricting the use of solid targets is the demand for samples of carbon masses of at least
100 pg. Another disadvantage is the time-consuming and labor-intensive step of the graphitization.
Motivated by projects in sectors of environmental science, where only small samples are provided
(e.g. ~10 ng after a collection time of 1 yr), and life science, where many samples have to be mea-
sured, the ion source was modified by National Electrostatic Corporation (NEC) to a hybrid ion
source. With this kind of ion source, it is possible to measure graphite samples as well as CO, sam-
ples. Due to the direct use of CO,, the usual graphitization and formation of solid sputter targets is
not necessary. Because of the higher efficiency of gas ion sources (Bronk Ramsey and Hedges 1997)
and less contamination with carbon due to the minimized preparation line, it should be possible to
measure samples with carbon masses down to 1 pg. The difficulty is the handling of these small
samples. In Erlangen, an elemental analyzer is used for the combustion of samples. The develop-
ment of a gas handling system for a direct coupling of the elemental analyzer and the hybrid ion
source for online measurements is explained in the following.

DEVELOPMENT OF A SYSTEM TO FEED GAS INTO THE HYBRID ION SOURCE

The first aim was to reach a maximum efficiency of produced carbon ions from the CO, samples. To
determine and investigate carbon ion affecting parameters systematically, a gas-feeding system was
designed. As shown in Figure 1, helium (carrier gas for CO,) is sent to a 3-way valve which leads
the gas into the ion source or into a separate vacuum system for flushing the gas-feeding system. The
low flow (0.1 standard mL per minute—sccm) is pre-adjusted by the pressure of the helium and the
geometry (length, inner diameter) of the glass capillary. Possible flow variations from temperature
or pressure variations are regulated by a mass-flow controller. The glass capillary enables the easy
tuning of He and CO, pressure and switching of the CO, valve at ground potential during operation
of the ion source at high voltage. The 3-way valve at the high potential of the ion source is switched
by a pneumatic actuator. CO, is metered (in the range of percentage) in a micro-volume Y-connector
into the helium flow through a second glass capillary by the pressure difference between the CO,
and the helium. The response time of the gas-feeding system due to switching of valves and chang-
ing of CO, pressure is given in the Table 1. The fast response times were reached by using short
transportation ways and very low dead volume connections.
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Table I Response time of the gas-feeding system.

Operation Time
Switching of 3-way valve ~10s
Opening CO, valve ~20's

CO, pressure changes ~20's
Decreasing of 12C- current to offset current after closing CO, valve ~5 min
Decreasing of 12C~ current to offset current after reducing CO, pressure ~40 s

beneath He pressure

STUDY OF CATHODE SURFACES FOR GAS SAMPLES

After installation of the gas-feeding system, the geometry of the cathodes for the production of neg-
ative carbon ions was optimized. Two different cathode types are offered by NEC, one with a “flat”
surface and a second with a “crater” surface (Figure 2). These cathodes differ from the cathodes for
solid samples by a using titanium insert in the cathode holder. They are fixed in a cathode wheel
where the gas tube is pressed on the backside of the cathode. The CO,-He mixture is fed directly
through the gas tube to the cathode where it passes the titanium insert. The titanium reduces the CO,
to carbon and oxygen, and carbon ions are produced by cesium sputtering. The maximum obtainable
12C- current for a pre-set cesium offer, the derived efficiency (ratio of the produced carbon ions to
the CO, molecules introduced into the ion source), and the background current from unused cath-
odes are given in Table 2. The background current does not depend whether another gas target
nearby was used before or not.

Table 2 Investigations of cathode surfaces.

Cathode Maximum '2C- current (WA) Maximum efficiency Background '>C- current (nA)
Flat 35 ~0.9 14
Crater 4.2 ~3.4 100
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titanium insert

Figure 2 Comparison of 2 different styles of cathodes

Figure 3 shows a 12C- background-current plot of direct-sputtered gas cathodes over time. As a

result of Figure 3, there must be a cleaning (sputtering) process of the titanium surface of about 2 to
3 min before using CO, samples.
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Figure 3 Background '2C- current over time
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DETERMINATION OF OPTIMUM PARAMETER SETTINGS FOR THE GAS ION SOURCE

Due to the much higher efficiency, only the “crater” cathodes were taken for subsequent investiga-
tions. The following critical parameters for the production of the negative carbon ions have been
tested: He flow, Cs oven temperature, electric power of the ionizer, and CO, flow (see Figure 4a—d).

12C-current [pA ]
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Figure 4 (a-b) Plots of 2C- current versus He flow and Cs oven temperature, respectively.
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Figure 4(c—d) Plots of '2C- current and electric power of ionizer and CO, flow and efficiency, respectively.

The conclusion from Figure 4a—d is:

* He flow should not exceed 0.2 sccm;

* The higher the Cs oven temperature, the higher the '2C- current; we did not exceed the 140 °C
because it is our aim to reach a maximum efficiency with a minimum use of Cs in order to
reduce the contamination of the ion source with Cs;

* The optimum electric power of the ionizer is ~140 W;

» Maximum efficiency is reached at a CO, flow of ~0.002 sccm (0.001 sccm = 0.53 ug [carbon/
min]).

Figure 5 shows a plot of the long-term sputtering of a cathode with a constant CO, flow. It shows a
continuous increasing of the '2C- current for 20 min, until it remains at a constant level. Closing of
the 3-way valve causes a drop of the current only to 50% of maximum (so every cathode can only
be used for 1 gas sample). The current rises back to the previous value after opening the valve again.
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Figure 5 Long-term '2C- current plot

DEVELOPMENT OF A TECHNIQUE TO HANDLE CO, SAMPLES: ‘CRYOGENIC STORAGE AND
RELEASFE’

The standard method used in Erlangen for the formation of solid targets is to combust carbonaceous
samples with an elemental analyzer (EA), to collect the CO, cryogenically, to graphitize it, and to
press it into the cathode holder.

A direct coupling of the EA and the hybrid ion source skips the last 2 steps. Therefore, a method had
to be developed to link the EA and the ion source that resolves 2 problems:

1. Aslearned from Figure 4a, the maximum helium flow is 0.2 sccm, but the EA provides a helium
flow of 100 sccm.

2. CO, from the EA is only provided for ~40 s. For the optimum CO, flow of 0.002 sccm and a
sample size of 10 pg, a constant flow should last at least 10 min.

The idea to solve these problems (similar to the method described in Bronk Ramsey et al. 2004) was
to store the CO, that comes from the EA cryogenically and then to release it subsequently into helium
with a flow rate of 0.1 sccm. Figure 6a—b demonstrates the principle of the “cryogenic storage and
release” technique. In Figure 6a, the valves V1 and V2 are open so that the CO, coming from the EA
with the high helium flow of 100 sccm is frozen in the “freezing tube” by continuously elevating a
dewar vessel with liquid nitrogen. The complete freezing is done within 90 s and CO, is frozen over
the whole inner surface of the freezing tube. Then, V1 and V2 are closed and V3 and V4 are opened
(see Figure 6b). Now, a low helium flow of 0.1 sccm is flowing through the freezing tube into the
ion source. By slowly lowering the dewar vessel, the CO, is continuously released into that helium
flow and transported into the ion source. With this technique, the CO, content in the helium can be
adjusted just by changing the lowering speed. Because of the easier handling, this interface was tested
first in a direct coupling of the EA (NC 2500) and a stable mass spectrometer (see Figure 7). A typical
CO, current plot measured with the stable mass spectrometer is shown in Figure 8. The black-filled
curve is the measurement with the open-split method (Bronk Ramsey and Hedges 1994a)—typically
used for GC-AMS applications—where only ~10% of the oxidized carbon is used for measurement.
The second printout was recorded with the cryogenic storage and release technique. The black filled
curve shows a steep rise followed by a exponential decrease, whereas the second printout shows an
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exponential increase followed by a steep fall. This “time inversion” is a consequence from freezing
the CO, continuously in a forward direction in the freezing tube and subsequent releasing of the CO,
(beginning with CO, that was frozen last) backwards into the mass spectrometer. Also, the second
printout is lengthened by a factor of 10 (~40 s to ~400 s) and this is achieved by releasing the CO,
slowly but continuously into the He flow that leads it into the mass spectrometer.

COUPLING OF THE ELEMENTAL ANALYZER AND THE HYBRID ION SOURCE

The last step was to perform the direct coupling of the elemental analyzer (NC 2500) and the hybrid
ion source (modified 40 MC-SNICS) by the interface that is explained above. Figure 9 shows the
concept and the realization. A current plot from an online measurement is given in Figure 10. The
curve is the convolution of the response of the ion source and the response of the cryogenic storage
and release technique. First, the current increases according to Figure 8, but when the CO, flow

measured with
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measured with
open split method
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Figure 8 Increasing '2CO, current

exceeds 0.003 sccm, the current is falling as expected from the measurements in Figure 4d. When
the CO, flow decreases, we see this behavior vice versa followed by an exponential decrease of the
carbon current as expected from the curve in Figure 5. The very first online measurements of well-
known reference materials are given in Figure 11 in the sequence of the measurements. The gray
bars indicate the measured 1-c range and the black bar over every gray bar marks the actual value
of the reference material. The cryogenic storage and release technique proved of value as a GC-
AMS online system to measure samples with carbon masses of 1-10 pg (see the estimated com-
busted carbon mass of every standard, given in brackets). Note that the graphite samples have severe
deviations from the actual value compared to the other standards. This could be due also to the fact
that no background corrections have been made as to the measuring of modern material before every
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graphite sample. The last indicates the level of cross-contamination. The measurement of the back-
ground curve for the carbon mass and an investigation of cross-contamination is in progress.

Online measurement

Oxll (10 pg)
Graphite (10 pg)
IAEA-C7 (10 pg)

Oxll (3 Mg)
IAEA-C6 (3 pg)
IAEA-C6 (10 pg)
Graphite (10 pg)
IAEA-C5 (10 pg)
Graphite (10 pg)

B one sigma range 0 20 40 60 80 100 120 140 160
m actual value PMC

Figure 11 Results of the very first online measurements

CONCLUSION

The direct coupling of an elemental analyzer and a gas ion source for online measurements of sam-
ples with carbon masses down to 1 pg is possible with the cryogenic storage and release technique.
The advantages of that system are the following:

* Easy handling;

* Omission of the step of the reduction, and so the saving of time and manpower;

* Fast cleaning of the system (within seconds) and, thus, the possibility to change rapidly to
another sample;

* Direct (online) measurement and the resulting very low carbon contamination (once the sample
is burnt, the CO, does not leave the clean system that is steadily self-checking for contamina-
tion due to the principle of the configuration);

* Very low minimum carbon mass needed, down to 1 pg (no loss of sample material due to the
complete storage of the CO, contrary to other GC-AMS online measurement systems);

* Qualification ofthe technique to simplify investigations in biomedical and environmental science.

An inconvenience is the short range of the best efficiency for the production of carbon ions from
CO,. With the technique presented, it is difficult to keep a constant CO, flow rate. Thus, the
efficiency is varying (see Figure 10). To adjust a user-defined CO, flow rate, the development of a
technique to freeze CO, in a syringe (CO, storing in a bellow and then to dose this CO, into the He
flow by a pressure difference—similar to the function of the gas-handling system in Figure 1 and
according to Bronk Ramsey and Hedges 1994a) is in progress.
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FAST AND ACCURATE SEQUENTIAL INJECTION AMS WITH GATED FARADAY
CUP CURRENT MEASUREMENT

M Klein « D J W Mous * A Gottdang
High Voltage Engineering Europa B.V., Amersfoort, the Netherlands. Email: info@highvolteng.com.

ABSTRACT. Sequential injection or bouncing has a number of properties which can lead to a reduction of the analysis accu-
racy if no appropriate measures are taken. A special injection system has been developed in order to eliminate these short-
comings. The influence of source glitches or instabilities on the measured isotopic ratio is substantially reduced by a high
cycling frequency. A fast beam-blanking unit guarantees the needed accuracy of the injection periods. Background currents
are avoided by synchronizing the current measurement for the stable isotopes with their injection periods. To achieve the
required speed and precision of the gated measurement, new instrumentation was developed. The elimination of background
contributions allows an efficiency for radiocarbon counting as high as 95% at a cycling frequency of 100 Hz.

INTRODUCTION

In accelerator mass spectrometry (AMS), the injector system has to select 2 or 3 masses of interest.
Unwanted masses are rejected to reduce the measurement background and the beam-current load of
the accelerator.

In a sequential injection system, the isotopes are injected one after the other. The vacuum chamber
of the injector magnet is electrically isolated. A voltage applied to the chamber changes the energy
of the ions that pass through the magnetic field. The voltage determines the mass of the injected
ions. The cyclic change of this voltage for the injection of a sequence of isotopes is often referred to
as bouncing. Data acquisition for the rare isotope is usually stopped during injection of the stable
isotopes, which eliminates background originating from their injection. Sequential injection
provides the flexibility to examine virtually all isotopes of the periodic system. The accuracy of the
timing of the injection as well as the switching characteristics of the bouncer voltage power supply
influence the achievable precision of the analysis. This is of special importance for 4C dating where
the highest precision is desired.

In the last 15 years, a number of AMS systems using simultaneous injection have been installed by
HVE (Nadeau 1998a/b; Gottdang 1995; Aramaki 2000; Kim 2000; Nakamura 2000). Figure 1
shows a record on precision for these systems as well as for the first dedicated sequential injection
14C-AMS system by HVE, which is installed in Lecce, Italy (Calcagnile 2002). The series labeled
“13/12 precision” shows the standard deviation of the stable isotope ratio measurement of
6 different targets that are made from the same sample material. “14/12 precision” shows the
standard deviation of the rare isotope measurements on these targets. “Statistical error '#C” is the
calculated error that arises from the counting statistics. The measured 14/12 precision values scatter
around the statistical errors. Apparently, there are no other contributions to the achieved precision
(Gottdang 2001); this also holds for the sequential injection AMS system. The data indicates that the
achieved precision was limited by counting statistics only and that principally this system allows 4C
analysis with higher precision. For further comparison of sequential and simultaneous injection
AMS, see Nadeau (2003).

To push the performance of sequential injection AMS to its limits, HVE has optimized the bouncer
set-up and its electronics, as described in the following paragraphs.
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Figure 1 Precision measurements on dedicated '*C AMS systems from HVE. D Refers to the '“C section of the AMS system.

PROPERTIES OF SEQUENTIAL INJECTION DETERMINING ITS PERFORMANCE

In the following, we concentrate on 3 different properties of bouncing which can each have their
own adverse contribution to the achievable precision of the analysis.

Cycling Frequency

Changes in the system conditions, like source instabilities and glitches, may affect the measurement
of the various isotopes differently when they happen fast compared to the injection cycling fre-
quency. For an accurate ratio measurement, fast cycling is required.

Isotope Switching

During switching between the isotopes, the magnet chamber voltage requires some time to settle.
This settling time depends on the involved capacitances and on the characteristics of the power
supply used. The voltage variation during the settling time results in an unstable beam position. This
will have an influence on the system transmission and, in turn, on the achieved precision. The effect
gets more pronounced with higher cycling frequencies when the settling time covers a larger part of
the injection period. The settling effects can be avoided with an additional switching system for
isotope injection.

Background Currents

Measurement of the stable isotopes can be influenced by background currents. Figure 2 shows
typical Faraday cup currents (charge state 3+) as a function of the analyzing magnet current for the
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injection of masses 12, 13, and 14 AMU. The figure shows, apart from the peaks of mass 12 and 13,
that a continuum of background currents is present, which is generated by charge exchange
processes in the acceleration tubes. In addition, distinct peaks originating from the injection of CH,
are visible on the traces measured during the injection of 13 and 14 AMU. It should be noted that the
contribution of CH,, is not constant, but depends on the hydrogen content of the sample. The error
on the measurement that is induced by background currents can be minimized by the choice of
injection periods for the stable isotopes. The '3C-injection period is usually about 100 times longer
than the period for 12C. This long time comes to the expense of the “C-injection period and reduces
the measurement efficiency. Detailed analysis on the intensities of the background continuum, as
well as the peaks resulting from CH,, molecules, indicated that this error can reach levels as high as
1-2%o.
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Figure 2 Analyzing magnet scans with mass 12 (upper curve), 13 (center curve), and 14 (lower curve) injected into
the accelerator

CHARACTERISTICS OF THE HVE SEQUENTIAL INJECTION SYSTEM

The newly developed bouncer system is designed for high cycling frequencies to overcome the
influence of ion beam instabilities. The adverse effects of the switching process are eliminated by
the use of a beam-blanking unit which stops the beam unless the measurement conditions are stable
and it defines the injection period with high accuracy. By synchronizing the measurement of the sta-
ble isotopes with their injection, the background currents resulting from the injection of the other
isotopes are avoided. This allows the use of very short measurement times for the stable isotopes and
to achieve a high time efficiency for the counting of the rare isotope.

Figure 3 gives the timing of the measurement process. The upper curve shows the magnet chamber
voltage during switching of the isotopes. The voltage settling time is about 100 ps. During this time,
the beam is stopped by a separate ultra-fast beam-blanking unit (second curve). This unit is a steerer
acting as a fast switch, which is located between the injector magnet and the accelerator entrance.
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The unit defines the injection periods with nanosecond resolution. The third curve shows the beam
intensity of 1 isotope as it reaches its Faraday cup. Some delay resulting from its time of flight is
present. The data acquisition time (last curve) for the stable isotopes covers the injection period (tak-
ing into account the time of flight), plus additional time for the electronic processing.

Settling time Injection period | Settling time
Magnet chamber \
voltage: ,\v"v
Time of flight —
_’_4_
Blanking unit: On
Off
Faraday cup
current:
Gate: Accept
Reject
0 100 200 300 psec

Figure 3 Timing diagram of the stable isotope measurement

For 14C dating, 3 isotopes have to be switched. The settling time totals 3 x 100 ps per injection cycle.
This limits the achievable cycling frequency to about 1 kHz. However, HVE regards a 100-Hz
cycling frequency sufficiently high to cope with fast source output variations. Together with typical
injection times for 12C and 13C of 100 pus each, 9500 ps or 95% of the total injection time is used for
14C counting. Thus, the sequential injection AMS system almost reaches the rare isotope counting
efficiency of the simultaneous injector, in combination with the system inherent advantage of gated
isotope measurement for background suppression.

The Gated Current Measurement

The stable isotopes are measured in shielded Faraday cups with secondary electron suppression.
One of the cups (for 13C in case of 4C dating) is internally equipped with 2 slits providing informa-
tion on the beam position. This slit-error signal is used in a feedback loop that adjusts the terminal
voltage of the accelerator such that the beam is kept precisely in the middle of the slit system. The
layout of the electronics for the gated current measurement is shown in Figure 4. The electronics
unit is mounted in close vicinity of the Faraday cups for low capacitance of the interconnections and
to avoid noise and hum.

The total Faraday cup current is converted into voltage. A gate, which is controlled by the bouncer
electronics, passes this voltage on to a filter during the measurement intervals. The filtered, virtually
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Figure 4 Layout of the electronics for gated Faraday cup current measurements

DC signal is free of background current influences. A high-precision voltage to frequency converter
(VFC) converts the signal into pulses, each of them representing a well-defined amount of charge.
Two buffers and 2 resistors are used to create the slit-error signal.

Tests have shown that with the high-precision amplifiers and VFCs, the overall precision is in the
order of 0.01%o. This low value is achieved by using VFCs that are widely applied in isotope ratio
mass spectrometry (IRMS) where 10> precision is mandatory. In addition, the application of low-
bias and high-speed amplifiers ensures that this accuracy is achieved with Faraday cup currents
down to the low nA range and cycling frequencies up to 1 kHz.

CONCLUSION

HVE has optimized its “bouncing” set-up and electronics to enable isotope ratio measurements with
a precision better than 1%o.. This is achieved by a high cycling frequency to suppress the influence
of source output fluctuations. The adverse effects of the bouncer voltage switching on the beam are
eliminated by a fast beam-blanking unit, which determines the injection periods of the different
isotopes with nanosecond resolution. Gating of the Faraday cup current measurement allows the
reduction of the stable isotope injection periods to 100 us without background current interferences.
In 14C dating, 95% of the analysis time is used for 4C counting at a cycling frequency of 100 Hz.
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1°Be ANALYSES WITH A COMPACT AMS FACILITY—ARE BeF, SAMPLES THE
SOLUTION?

L Wacker!?2 « M Grajcar! « S Ivy-Ochs! « PW Kubik? « M Suter!

ABSTRACT. The injection of '’BeF- instead of '’BeO~ into a compact accelerator mass spectrometry system with a terminal
voltage of 0.58 MV was investigated, because BF~ molecules are unstable and isobaric interference of 1°B with 1°Be can thus
be significantly reduced. We describe the method we developed to prepare BeF, samples. 1°Be was measured in a segmented
gas ionization detector. Separation of °Be from !°B could be achieved both for ions in the 1+ charge state with an energy of
0.8 MeV and in the 2+ charge state with an energy of 1.4 MeV. The 2+ ions are better separated, whereas the 1+ charge state
has a higher transmission. 1°Be/°Be ratios (~107'2) in a suite of rock samples were successfully determined for exposure dat-
ing in either charge state and compared with measurements made on the 6MV tandem.

INTRODUCTION

The main difficulty in '9Be accelerator mass spectrometry (AMS) is the high intensity of the isobaric
19B beam (Table 1) when samples are prepared as BeO. With a compact AMS facility operating at a
terminal voltage of <1 MV, the energy of the ions is too low to efficiently remove 9B using the foil
stack method (Grajcar et al., forthcoming) or a gas absorber before the final detector. However, if
10BeF- is injected instead of 1°BeO-, the !9B intensity is significantly reduced, allowing particle
identification in a gas ionization detector (Zhao et al. 2002). This reduction is due to the lifetime of
the electronic ground state of BF~ being much less (<1 fs) than the roughly 10 ps needed for the
negative ions to reach the terminal stripper. Though exited electronic states of BF~ may have longer
lifetimes, the total boron rate is still reduced significantly (Deuw et al. 2002).

The aim of this work was to find a method to prepare samples which would produce high BeF-
currents in a Cs sputter ion source, and to investigate the potential of a small AMS facility for °Be
measurements using BeF,.

METHODS

Sample Preparation

Aqueous '9Be standard and blank solutions containing 0.1-0.5 mg of beryllium as nitrate or chloride
were dried and 100 puL of a 1% silver solution (AgNOs) was added to increase the bulk for easier
sample handling. A solution of 2 mL of 40% HF was added and evaporated at 100 °C until dry to
produce fluorides; this step was repeated twice. The samples were then baked at 420 °C for 90 min
to reduce the silver to its metallic form. The dry BeF, with silver was then stored under vacuum in
a desiccator because BeF, is very hygroscopic. The samples were mixed with 4 mg of niobium pow-
der and then pressed into Al sample holders.

Niobium was added to improve electrical and thermal conductivity. These samples produced readily
high BeF- currents and had low '°B counting rates in the detector, compared with other metals, such
as silver, iridium, palladium, copper, and iron, which were also tested.
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In addition to blanks and standards, we prepared rock samples for measurement on both our small
0.6MV and the 6MV AMS facility for a comparison. The chemical isolation of the Be from quartz
after spiking with °Be carrier was performed according to Ochs and Ivy-Ochs (1997). Those sam-
ples were then split into 2 fractions. One fraction was used to make BeO targets and the other for
BeF, samples, as described above for the standards and blanks.

Measurement

The BeF, samples were measured using the compact PSI/ETH Tandy AMS system (Synal et al.
2000; Stocker et al., forthcoming; Grajcar et al., forthcoming; Ddbeli et al. 2002). The BeF~ mole-
cules, which were injected into the accelerator operating at the maximal terminal voltage of
0.58 MV, were dissociated in argon stripper gas. Both Be* and BeZ" ions were analyzed. 1°Be was
measured in a gas ionization counter filled with isobutane. A 50-nm silicon nitride foil was used as
a detector window (Dobeli et al. 2002), which allows the ion identification even at very low energies
(Grajcar et al., forthcoming). An energy loss (AE) and a residual energy (Eg.s) signal were derived
from 2 anodes.

RESULTS

Targets made from commercial BeF, and the BeF, targets made according to the sample preparation
procedure above, both mixed with Nb powder, gave BeF~ beam currents of up to 0.2 pA. The '°B-
counting rate was typically at the level of 10~ to 1010 relative to the Be rate (Table 1), which is
consistent with Zhao et al. (2002). This corresponded to counting rates of less than 1 kHz in the
detector for typical beam currents, low enough to not degrade the energy resolution of the detector.

Table 1 Comparison of the 0.6 and the 6MV AMS facilities. In the present configuration of the
compact facility, the °Be beam is not well focused into the detector, resulting in a much lower '°Be
transmission compared to °Be.

BeF, with 0.6 MV BeO with 6 MV
1+ 2+ 3+
Extracted ions BeF- BeO
LE current (nA) 100-200 2000-4000
10B8/°Be (HE side) 10-10-10-9 104
10B (Hz) 100 108
Charge state 1+ 2+ 3+
Ion energy (MeV) 0.8 1.4 19
9Be transmission 50% 12% 17%
10Be transmission 25% 4% 15%

The isobars °Be and 9B have different stopping powers, and so can be separated by their AE-E sig-
nals in the ionization chamber. Figure 1 shows a 2-dimensional spectrum for ions in charge state 2*
(E = 1.4 MeV). A standard material with a 'Be/°Be ratio of about 1010 was used. The 1°B peak of
similar intensity is well separated. A third peak of similar height was found between the '°B and the
10Be peak when the stripper gas was optimized for the highest transmission of 1°Be. This peak can
be attributed to (°BeH)?" molecules surviving all the way into the detector. This demonstrates the
potential of this gas ionization detector for the identification of molecular ions, with AMS at low
energies, where molecules in charge state 1+ or 2+ can survive the stripping process. By increasing
the gas pressure in the stripper to about 1 pg/cm?, the peak in the 2+ charge state spectrum disap-



10Be Analyses with a Compact AMS Facility 85

pears, €.g., most of molecules have been destroyed. At this higher pressure, the °Be transmission is
reduced by about 10% due to scattering processes in the stripper gas. The same gas pressure was suf-
ficient to destroy molecules in the 1+ charge state. We did not find a significantly higher rate of 1+
molecules, though one would expect them to be formed more easily. All further measurements were
made at the higher stripper pressure.
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Figure 1 Left: spectrum of a '°Be standard in charge state 2+ and for a stripper gas pressure of 0.3 pg/cm? (opti-
mum for maximal transmission of °Be+). A (°BeH)?" peak shows between '°B2* and '°Be?". The (°BeH)?" can
be eliminated if the gas pressure is raised to 1 pg/cm? (shown on the right).

In the upper part of Figure 2, the 2-dimensional spectrum of the same standard material is compared
with one of a geological sample. In this case, the detector was optimized for the best Be-B
separation. The peaks are well separated, with peak widths (FWHM) of about 50 keV. A suppression
of about 5 orders of magnitude can be obtained with a peak integration of 90%. A similar peak
separation has been shown in previous experiments with BeO beams (Grajcar, forthcoming).
Measurements with blanks samples gave values of 4 x 10714, i.e., higher than the result from the
BeO measurements using the large tandem accelerator (Table 2) and higher than what one would
expect from a tail of the boron peak. This hints at some other background source. Further
experiments are needed to identify the cause for this background.

In the lower part of Figure 2, the spectra of the same samples are shown when analyzing '°Be in
charge state 1+ (E = 0.8 MeV). The peak widths are about the same, but the peak separation is about
a factor of 2 smaller. This allows still some “Be-19B separation, but a reasonable background
suppression can only be obtained with narrow and asymmetric software gates for 1°Be as shown in
Figure 2. Then, only about 60% of the real '°Be were integrated and the blank values were still at a
level of 10713, The 1°B contribution to the background is now negligible. Setting the gates tighter
does not improve the background.

The Be transmission given in Table 1 has been determined from current measurements on the low-
energy side and after the high-energy magnet. The high transmission of about 50% for charge state
1+ reflects the high stripping yield obtained at the terminal voltage of 580 kV (corresponding to
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Figure 2 Two-dimensional spectra of AE versus AEg,, for a standard (’Be/?Be =107') and a geological
sample. The 1.4-MeV Be2" is clearly separated from °B2*. The 0.8-MeV '°Be*" is only partially separated
from 19B™. Events within the black contour lines were accepted as !°Be events while suppressing !B by a
factor of more than 10%. The grey lines show the low-level discriminator settings to cut off electronic noise.

205 keV for “Be when injecting BeF-) and the large acceptance of the high-energy Faraday cup. For
charge state 2+, the stripping yield is about a factor of 4 smaller. About a factor of 2 is lost from there
to the detector for 1+ and about a factor of 3 for 2+ ions.

The normalized '°Be/Be ratios of the rock samples are consistent with those obtained with the 6MV
AMS facility, for which a description can be found in Synal et al. (1997).
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Table 2 Results for geological samples measured on the 6MV Tandem and on the 0.6MV Tandy

accelerator. Each rock sample was spiked with 0.5 mg °Be and was split after Be separation to pro-
duce a BeO and a BeF, target. The BeF, sample was measured both in the 1+ and the 2+ charge state.

Tandy (1+), BeF, Tandy (2+), BeF, Tandem (3+), BeO
10Be¢/?Be 10Be¢/?Be 10B¢/*Be

Sample 1012 Error 1012 Error 1012 Error
S1 5.1 12% 5.1 11% 5.06 3%
S2 1.8 21% not measured not measured 1.56 4%
S3 8 17% 7.5 26% 9.75 2%
S4 0.5 31% 0.8 41% 0.55 4%
Blank 0.09 14% 0.04 70% 0.01 24%

DISCUSSION

BeF, targets of good quality can be prepared with reasonable effort using the described procedure.
The hygroscopic nature of the fluorides requires the storage of the samples in a dry environment.
This is inconvenient; on the other hand, BeO is more toxic. The beam currents from BeF, samples
are still clearly lower than those obtained from BeO; however, the 9B rate is significantly reduced.
Remaining '°B entering the detector is likely to be injected as (\°B'8O'H)-, (1°B,°Be), or (°BF)" in
a meta-stable exited electronic state.

The high stripping yield of 1+ ions makes this charge state very attractive, leading to an overall
transmission higher than at most existing AMS facilities. The optics system for charge state 1+ is
relatively easy to improve by positioning the detector in the focal plane of the high-energy mass
spectrometer and by increasing the size of the detector window, which is currently only 5 mm x 5
mm. For the charge state 2+, the situation is more complex. The high-energy accelerator tube acts as
a stronger lens, leading to a convergent beam at the exit of the accelerator. To overcome this prob-
lem, a more complicated ion optics system for proper focusing would be needed.

The blank ratios are still about 1 order of magnitude higher than can be achieved at larger facilities,
but a further background reduction seems to be feasible. The energy resolution of the detector can
be improved, as systematic studies clearly showed that the electronic noise is presently the limiting
factor for light ions. Signals from a pulser fed directly into the preamplifier showed only a 10%
reduction in resolution, indicating that the noise of the preamplifier represents the main contribu-
tion. Energy straggling in the entrance window and the gas are significantly smaller. Based on
preamplifier specifications, one can expect a further improvement with an appropriate design of the
detector and the electronics and by the appropriate choice of the counter gas. A reduction of the peak
width of 20-40% does not seem unrealistic. This should provide a reasonable °Be-!1"B separation
for the 1+ charge state.

CONCLUSION

We have demonstrated that BeF beams are a means of permitting °Be AMS at low energies. For the
first time, environmental samples have been measured with a compact AMS operated at 580 kV. The
results are promising, but at the moment, the method is not competitive with that used at larger facil-
ities. There is potential for improvement and it appears feasible that a facility can be developed
meeting the required specifications for applications in Earth Sciences.
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SIMULATION STUDY FOR THE SEPARATION OF RARE ISOTOPES AT THE SEOUL
NATIONAL UNIVERSITY AMS FACILITY

CCYun!*«CSLee!?¢M Youn? « J C Kim3

ABSTRACT. A simulation study for the separation of rare isotopes such as beryllium and aluminum was performed for a new
beam line to be attached to the 3MV Tandetron accelerator at the accelerator mass spectrometry (AMS) facility of Seoul
National University in Korea. The new beam line will also be used for other scientific applications, namely, ion implantations,
Rutherford backscattering, and nuclear astrophysics experiments. It mainly consists of 30° and 100° deflection dipole magnets
and drift spaces. A transfer matrix for the beam line was determined by the TRANSPORT code. Simulation of the rare isotope
separation was performed by a ray tracing method using the TURTLE code. The simulation results, including the effect of the
energy degrader, provide feasibility for the separation of isobars with small mass differences in 1°Be-1B and 2°A1-20Mg.

INTRODUCTION

Accelerator mass spectrometry (AMS) is a powerful technique for measuring long-lived
radionuclides that occur naturally in our environment. It has been used for a wide variety of dating
and tracing applications in the geological and planetary sciences, archaeology, biomedicine, etc. The
AMS facility of Seoul National University (SNU-AMS) in Korea was completed in December 1998
(Kim et al. 2000). It uses a Tandetron accelerator of the Cockroft-Walton type, manufactured by
High Voltage Engineering Europa in Holland, and has a dedicated radiocarbon AMS beam line, as
well as 5 ports available for other experimental purposes. It uses a cesium sputtering ion source for
ionizing carbon isotopes as well as other species. A recombinator system in the injection part of the
SNU-AMS allows 3 carbon isotopes, 12C, 13C, and '“C, to be simultaneously measured. A detailed
description of the system including detection and analysis procedures is found in Kim et al. (2001).
The recent status and future plan of the SNU-AMS was presented at a symposium in October 2002
(Kim et al. 2003).

The main mission of the SNU-AMS thus far has been to count carbon isotopes. Recently, a new
project to measure other radionuclides has begun with the design of a new beam line (see Figure 1).
As an initial step, we decided to focus on the measurement of beryllium isotopes, Be (a stable
nuclide) and '°Be (a radionuclide with a half-life of 1.5 million yr), and of aluminum isotopes, 2’Al
(a stable nuclide) and 26Al (a radionuclide with a half-life of 0.73 million yr). The '°Be and 2Al
radionuclides are produced in meteorites or in other extraterrestrial materials, in the atmosphere of
the earth, and on the surface of the earth. They can, therefore, serve as valuable tracers, a chronolog-
ical clock for prehistoric samples. In this paper, we present the simulation results, including the
effect of the energy degrader through a new beam line previously reported by Yun et al. (2003).

DESIGN AND SIMULATION FOR THE NEW BEAM LINE

The new beam line was designed by the TRANSPORT code (Brown et al. 1973), which is based on
a matrix approach. Transport properties of a charged particle beam can be simulated by defining a
beam vector in this code. The beam vector can be written as
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The beam vector consists of 6 components corresponding to the horizontal (x) and vertical () beam
extents in units of cm; the horizontal (x") and vertical ()') beam divergences or angles in units of
mrad; the longitudinal beam extend (¢) in units of cm; and finally, the momentum spread (5,) in
units of % for the charged particle transported through the beam line.

The transfer matrix R at a specific position can be represented by
X(1) = RX(0) 2),

where X(0) is the beam vector at an initial point. X(1) is the beam vector at a specific position. When
there are n components for the beam line, R in Equation 2 can be rewritten as a product of matrices
corresponding to each component:

R(#) = R(n)...R(3) R(2) R(1) 3),

where R(i) (i=1,2,....n) can represent a dipole magnet, a quadrupole element, the drift space, a shim
angle, etc.

The new beam line (Figure 1) consists of a 30° deflection (D1) and a 100° deflection (D2) dipole
magnet previously used as a gas-filled recoil mass separator and as a beam analyzer, respectively, at
the SF cyclotron facility at the Center for Nuclear Study, the University of Tokyo. The basic param-
eters of the 2 dipole magnets are given in Table 1. The energy degrader is situated on the beam axis
inside the scattering chamber located between 2 dipole magnets. A Faraday cup is also situated
inside the scattering chamber but off the beam axis. The dispersion D listed in Table 1 represents
separability between particles of different momenta at a magnet exit, and can be obtained from the
following relation:

_ p(1—cos0)

b 100

4,
where the dispersion D is in units of cm/% and p and @ are the central radius and the deflection angle

of a dipole magnet, respectively. The resolving power of a beam line system can be written as (Liv-
ingood 1969):

P D
R = — =
P AP 2x M, S

where x, and M, are the initial beam size and the magnification, respectively. The relationship
between the dispersion of the individual magnets and the overall beam line dispersion D' is a
function of the beam line geometry. Therefore, the maximum resolving power should be carefully
determined by taking into account the positions of the 2 dipole magnets and the drift space in the
new beam line.
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Figure 1 Schematic view of the SNU-AMS facility

Table 1 Beam-optical parameters of the D1 and D2 dipole magnets.

Parameters D1 D2

Deflection angle (°) 30 100
Central radius (cm) 134.2 180
Pole gap (cm) 5.6 7.0

Entrance and exit angle (°) — 30.8
Maximum field (T) 1.22 0.74
Maximum Bp (Tm) 1.6 1.33
Dispersion (cm/%) 0.18 2.11

On the other hand, the mass resolving power of the beam line system can be obtained from the fol-
lowing relationship:

p (6).

For the initial beam parameters in the subsequent calculation, we used the values supplied by the
manufacturer of the SNU-AMS for the horizontal (&) and the vertical (&,) emittance and the
momentum spread (¢&). They were & = 3.0 mmemrad (0.5 mm % 6.0 mrad), &, = 3.0 tmmemrad
(1.2 mm % 2.5 mrad) in 3-c emittance, and &, = 0.01%, respectively. To simulate the trajectory of a
charged particle through the magnetic field, we performed computation using a ray tracing method
including higher order aberration, called TURTLE (Trace Unlimited Rays Through Lumped Ele-
ments) (Brown et al. 1974). The initial beam vector was created assuming the Gaussian distribution
using the random number generator.
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The 3-c emittance &, can be obtained by

1/2
& = [(3cx)2(3ox,)2—(3cxx 3cx,)2} ™),

where o, and o;'are the standard deviations corresponding to the horizontal beam extent x and angle
x', respectively. The standard deviations are found in the general manner that

(8),

where x is the average of x; of each point.

The energy loss in degrading material was obtained by the Bethe-Bloch equation for higher order
corrections. The energy straggling was determined using the method of Tschaldr (Tschaldr et al.
1968). The multiple scattering was calculated as follows (Highland 1975):

14.1MeVic 1, Ax
6(0) = ————Z, /(Ax/L,)|1 + =log== 9),
A/PiBL‘P/Bf { 9 * LJ

where the angular width is given in terms of the radiation length (Z,) and the initial and final
momenta (p; and p,) and velocities (B and fBc). The values of the radiation length for aluminum and
beryllium are 8.9 cm and 35.28 cm, respectively (Tsai 1974). The parameters used in the present
simulation for beryllium-boron isotopes were assumed to have the energy of 10 MeV and the charge
state of 3*. For aluminum-magnesium isotopes, the energy of 12.5 MeV and the charge state of 4"
were assumed. A total of 5000 particles were considered in all the simulation.

RESULTS AND DISCUSSION

Figure 2 shows the result obtained by the TRANSPORT code for the region from the initial point to
the final point (schematically shown in Figure 1). The top and bottom panels represent the beam
envelope and the dispersion, respectively, for the new beam line. The upper half-plane of each panel
represents the vertical beam transport while the lower half-plane represents the horizontal beam
transport. The rectangles in the figure indicate a triplet quadrupole lens and dipole magnets. As
shown in the bottom panel of Figure 2, the dispersion at the point of Faraday cups in Figure 1 turned
out to be 0.49 cm/%, whereas the dispersion at the final point was 7.74 cm/%. From equations (5)
and (6), the resolving powers at this point are Rp ~2000 and R;, ~1000, which sets the limit of sep-
aration to be ~0.05% in the momentum difference and ~0.1% in the mass difference.

Figure 3 shows the result of separation between beryllium-boron isotopes of the TURTLE code
obtained by the transfer matrix from the TRANSPORT code. The 3 figures illustrate, from left to
right, the x—y beam profile at the initial point, before the energy degrader, and at the final point,
respectively. The values for &, and &, were 3.03 and 2.98 mmmemrad, respectively, at the initial
point. The right figure illustrates the beam profile after the energy degrader at the final point. The
values of !B for &, and &, were 159.14 and 63.65 nmmemrad, respectively. The values of 1°Be for &,
and g, were 104.17 and 50.07 nmmemrad, respectively. The beam spot size of 1°B at final point was
7.82 ¢cm x 5.76 cm in the x—y beam profile. For the 1°Be isotope, the beam spot size at the final point
was 6.16 cm x 5.11 c¢m in the x—y beam profile.
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Figure 2 Beam envelope (top panel) and dispersion (bottom panel) calculated in the present work. The calculation

results were plotted for the beam transport range from the initial point to the final point shown in Figure 1.
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Figure 3 Result for separation of beryllium isotopes obtained by the TURTLE code. Explanations for these plots are
given in the text.

As seen from the middle plot in Figure 3, 19Be is clearly separated from °Be. However, a bundle of
admixed '°Be and 9B is inseparable despite the large dispersion value of 7.74 ¢cm/% at the final
point. This results from the limit of separation as mentioned above: the mass difference between 1°B
and '"Be amounts was a mere 0.006%, so the momentum difference is only 0.003%. On the other
hand, the isotopes passing through the energy degrader have a different energy for the different
charge number (Z) because the energy loss is proportional to Z? of the isotopes. The energies of 1B
and 19Be were 9.253 MeV and 9.557 MeV, respectively, after the energy degrader with a 290 ug/cm?
(1 pum) aluminum foil. This amount of 3.28% in energy difference corresponds to 1.64% in the
momentum difference. This momentum difference leads to the separation of 12.7 cm between 1°B
and '9Be at the final position.

26‘_,“ ' 26 ng . 26'6.' 26N1g

B
at Initial Point at before Degrader " ai Final Point
Z ) Z
X

Figure 4 Result for separation of aluminum isotopes obtained by the TURTLE code. Explanations for these plots
are given in the text.

Figure 4 shows the result of separation between aluminum and magnesium isotope using the
TURTLE code. The figures are, from left to right, the beam profile at the initial point, before the
degrader, and at the final point. The emittances of 26Al after the energy degrader were
& =220.40 tmmemrad and &, = 52.85 mmmemrad at the final point. The values of Mg were
& = 184.97 nmmemrad and &,= 47.29 tmmemrad at the final point. The beam spot size of 2°Al and
26Mg at the final point was 10.39 x 5.38 ¢cm and 9.35 x 4,98 cm in the x—y beam profile,
respectively. As seen in the middle figure, 27Al is clearly separated from a bundle of admixed 2°Al
and 2°Mg. The momentum difference between 2°Al and 26Mg is only 0.012% for the magnetic
rigidity and the mass difference is about 0.017%. The energies of 2°Al and 2°Mg were 9.475 MeV
and 9.752 MeV, respectively, after the energy degrader with a 140 pg/cm? (0.76 pm) beryllium foil.
The momentum difference obtained was 1.44%, corresponding to 11.3 c¢cm in separation between
these isotopes at the final position (see right figures in Figure 4). The separation between 2°Al and
26Mg becomes clearer with increasing degrader thickness. At the same time, growth of the beam
width is inevitable.
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SUMMARY

The new beam line at the SNU-AMS was designed by the TRANSPORT code for AMS counting the
beryllium and aluminum nuclides. Separation of rare isotopes was simulated by the TURTLE code.
For this simulation, AMS of aluminum as well as beryllium is feasible in the present design for the
new beam line. In addition, the use of the energy degrader makes it possible to separate even a small
mass difference in 1°Be-1°B and 2°A1-2°Mg isotopes. Based on the present simulation study, con-
struction of the new beam line is underway: The 100° magnet was completely assembled and water

cooling line is underway. We are also building another chamber for the 30° dipole magnet.
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ABSTRACT. Cosmic background and its variation have been removed in the Gran Sasso National Laboratory (National
Institute of Nuclear Physics) by its 1400-m rock overburden. Stable, high-performance liquid scintillation counting
conditions are obtained when any remaining variable components of the environmental background, such as radon, are
eliminated. The ultra low-level liquid scintillation spectrometer Quantulus™ has an anti-Compton guard detector (guard for
short) that allows monitoring of gamma radiation in the background. The guard detector efficiency in radiocarbon background
reduction is 8% in the Gran Sasso National Laboratory, while 80% is observed in surface laboratories. Thus, atmospheric
pressure variations in surface laboratories cause variation in cosmic radiation flux. The Quantulus anti-Compton detector is
highly efficient in detecting cosmic radiation, and the sample count rate remains stable in long-term counting. Also,
correlation of sample backgrounds with environmental gamma radiation in various laboratories is examined.

INTRODUCTION

Quantulus™ (PerkinElmer, Inc.) is an ultra low-level liquid scintillation spectrometer used in
numerous radiocarbon laboratories for radiometric 14C age determinations. Sample sizes down to a
few hundred mg of carbon have been measured with various sample holder configurations (Haas
1979; Kalin and Long 1989; Hogg 1992; Kaihola et al. 1992; Buzinny and Skripkin 1995) which
give lower backgrounds than larger vials.

The basic Quantulus design follows the conventional LSC configuration of 2 photomultiplier tubes
(PMTs) to monitor the sample. Only coincidence events are accepted in beta counting; thus, most
phototube random thermal noise is rejected. At the same time, tritium counting efficiency is main-
tained when compared to single phototube systems, where a threshold has to be applied to improve
the signal to noise ratio. The typical single photon noise figure is 0.15 CPM and resides in the first
100 channels of the logarithmic energy scale, which are normally discarded with small '“C counting
efficiency loss by applying a high bias threshold. A background reduction by a factor of 50 in the
full 2-MeV beta energy window is achieved by using a passive low radioactivity Boliden lead shield
with a mass of 640 kg. Its shape is optimized with up to 20 cm thickness towards the zenith, from
which most of the muon flux comes.

The counting chamber is inside an active anti-Compton guard detector made of OFHC copper filled
with mineral oil scintillation cocktail. It is asymmetric with a larger volume on top of the sample.
The guard has 2 phototubes working in conjunction which detect a fraction of the inherent tube
radioactivity. The guard is a true cosmic event detector with no optical contact with the sample. Its
performance does not, therefore, depend on the sample matrix, as in designs where a single photo-
tube pair is used for both the sample and guard. Previously, the Quantulus guard used cadmium lin-
ing to remove the thermal neutron flux. This has been changed (due to health hazard reasons and
non-observable background reduction) to copper lining, which together with guard copper walls,
attenuates Pb X-rays generated by the small 2!9Pb contamination in lead. The sample is lifted into
the counting chamber with a massive copper piston that acts as a passive shield downwards. The
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anti-Compton guard further reduces the full window background by a factor of 5. It detects cosmic
muons to almost 100%, which can be verified by recording rejected sample events (spectrum 12 in
14C counting mode) in high channels (channel 850 and upwards).

The low radioactivity sample phototubes are matched pairs with low thermal noise. The tube win-
dow is made of silica and its walls are built from short cylinders of graded glass to connect to Pyrex
glass at the anode. Sample and guard phototubes are the radioactive components close to the sample
chamber.

The multichannel analyzer collects up to 4 simultaneous spectra by Boolean logic control (Polach et
al. 1984). Rejected events may be recorded and this feature is used below to estimate guard detector
efficiency.

LOW-BACKGROUND LABORATORIES FOR LIQUID SCINTILLATION COUNTING

There are numerous laboratories using Quantulus, either underground or built from low-activity
materials, to reduce environmental background radiation. BVFA Arsenal in Vienna (Aiginger et al.
1986) has 1.6 m of concrete, 0.6 cm of steel, and 3-cm lead linings and the positive pressure of
filtered air. The reduction of gamma flux is 1:20 as in the Wallac low-level laboratory (Kaihola et al.
1986). The latter has 0.5 m of low-activity concrete and 0.5 m of normal concrete outside the first
layer. The room is a Faraday cage and in overpressure of filtered air to remove radon. The University
of Arizona Radiocarbon Laboratory in Tucson, Arizona, has an underground laboratory with
5 Quantuluses which have a 10-m overburden at 15 °C (Kalin and Long 1989). The instrument
temperatures for '“C dating are kept close to the benzene freezing point at 7 °C. The VKTA
Rossendorf laboratory in Dresden is built in an old wine cellar with carefully selected construction
materials and 47 m of rock (110 m water equivalent) above, which blocks 98% of the cosmic muon
flux (Niese et al. 1998). The Gran Sasso National Laboratory (National Institute of Nuclear Physics)
has the most overburden of rock for labs where any Quantuluses have resided so far. It has a depth
of 1400 m, equivalent to 3800 m of water (Plastino et al. 2001), which reduces the cosmic flux to
1 millionth of the surface value.

BACKGROUND REDUCTION IN QUANTULUS

Phototubes contain some 4°K and Cerenkov radiation produced in the envelope by 1.3-MeV beta
particles (89% of all decays). This radiation can also channel into the other phototube and these
cross-talk events may be detected as coincidences. Similarly, there is fluorescence from glass with
longer pulse length, and these events can be separated by pulse shape analysis (Kaihola 1991).
Cross-talk events can be rejected by the pulse amplitude comparator (PAC), which is controlled by
software to exclude events in high left/right signal amplitude disparity. This method always leads to
some loss of 14C signal and should be avoided for high-quench samples and for *H, because the
number of photons from such a decay event is very low. The amplitude disparity is high in such
cases and application of the PAC would cause serious efficiency loss. The PAC has been tuned to
have a milder effect in the low-energy region in order not to distort the sample spectrum. Cross-talk
events can also be rejected by special vial designs, where unused volume is replaced by a massive,
non-transparent cap and base (copper-teflon vial by Wallac; Polach et al. 1983). This design leads to
a linear dependency of sample background on its volume (Kaihola et al. 1992).

ATMOSPHERIC PRESSURE EFFECTS

Atmospheric pressure variation has an observable effect on the anti-Compton guard detector count
rate (Figure 1). The cosmic muon flux is lower during a high-pressure period (Figure 2). The Comp-
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ton electron spectrum of the environmental and inherent gamma background also has an additional,
variable cosmic component (Figure 3).
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Figure 1 Guard Compton electron and muon peak count rate variation with air pressure on the surface (Wallac low-
level laboratory) for 17 days. Air pressure reading (hPa) has been divided by 3 to scale down.
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Figure 2 Guard muon count rate versus atmospheric pressure

The guard efficiency is calculated in the sample spectrum energy range, i.e., by the fraction of sam-
ple counts coincident with the guard to the total sample count rate. In the '*C counting mode, with
the pulse amplitude comparator, PAC = 1 (inactive), as in the following:

Guard efficiency = 100 x SP12/(SP11+SP12),
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Figure 3 Compton count rate versus cosmic muon count rate under variable air pressure for 17 days

where SP12 is the guard rejected or coincidence counts and SP11 is the net accepted or anticoinci-
dence counts. Efficiency is given as a removed fraction of background water sample events on the
surface (Figure 4) and in the underground laboratory (Figure 5).
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Figure 4 Guard efficiency in 6 mL water:9 mL OptiPhase HiSafe 3, measured in Wallac production hall
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Figure 5 Guard efficiency in the Gran Sasso National Laboratory measured with a water sample, 8 mL:12 mL (water:
Ultima Gold LLT)

The guard efficiency in cosmic muon channels 750-1024 is 99.0% on the surface. The full sample
window (Ch 1-1024) efficiency is 86.9%, and in Ch 1-749 the efficiency is 82.3%.

In underground measurements, the efficiency is given as 100% above channels 750, if no counts
were recorded. The mean guard efficiency in Compton channels 1-750 is 7.6%.

The drop of guard efficiency below 80% (PAC = 1 or inactive in “C counting mode) always means
some extra activity in the vial, in the sample (which also includes cocktail) (Kaihola 1993), and/or
in the counting chamber (contamination or radon). The drop is also observed in the case of the
absence of cosmic radiation, when inherent sample phototube activity is a greater proportion of total
background and remains undetected in the Gran Sasso lab.

BACKGROUND DEPENDENCE ON ENVIRONMENTAL GAMMA RADIATION

The sample background varies with environmental gamma background. It is possible to give an esti-
mate of the expected “C background when the guard Compton continuum count rate is known
(Figure 6).

Sample background variations between laboratories are due to different environmental gamma
fluxes in each laboratory. Backgrounds are stable in each individual laboratory when the environ-
mental conditions remain steady.

VOLUME DEPENDENCE OF SAMPLE BACKGROUND

Special vial designs eliminate cross-talk events, as in copper-teflon vials by Wallac where unused
volume is replaced by a massive, non-transparent cap and base (Polach et al. 1983). This masked
vial design leads to linear dependency of sample '“C background on its volume. Figure 7 shows a
graph (other surface labs) down to 0.3-mL masked vial size, with extrapolated 0.05-CPM empty vial



102 W Plastino & L Kaihola

y = 0.0016x + 0.2609 .
R? = 0.8852

He Background CPM

o I
S B B >

0 200 400 600 800 1000
Compton CPM

Figure 6 Background count rate in optimum '“C window versus guard Compton rate in 15-mL copper-
teflon vials in 27 laboratories. Sample is benzene with 15 mg/mL butyl-PBD as scintillant.

background (Kaihola et al. 1992). When a large 9-mL teflon vial is used for variable volumes, back-
ground dependence is again linear, but additional contribution remains due to the unfilled empty
volume, which is a source of air scintillations (Kaihola 1996). The surface laboratory (Bologna) has
extrapolated a 0.26-CPM background at zero benzene volume in a 9-mL unmasked vial, while
underground (Gran Sasso) it is 0.04 CPM (Plastino et al. 2001).
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0.4 A Other surface labs
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Figure 7 Background dependence on benzene volume in Gran Sasso National Laboratory, 9-mL unmasked teflon vial
(CPM =0.0422 x V +0.0422); Radiocarbon Laboratory ENEA-Bologna, 9-mL teflon vial (CPM = 0.0908 x V + 0.2598);

other surface laboratories, 3-, 7-, 15-, and 20-mL masked copper-teflon vials and 0.3-mL teflon vial in a black masking
Delrin adapter (CPM = 0.0844 x V + 0.0507).
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The masked vial filled with benzene approaches the same zero volume background on the surface
as an unmasked vial with equivalent benzene volumes underground in Gran Sasso. Absolute back-
ground figures in Gran Sasso are about a half of the surface figures of the ideal masked vials.

DISCUSSION

The Quantulus is well equipped with various background reduction devices. Background variation
due to atmospheric pressure effects is resolved by these devices. However, the most important factor
is to have a clean counting environment with no additional background variations in gamma flux.
Radon concentration should be kept very low (<10 Bg/m?) and constant. Access of sunlight to the
sample preparation area and counting room should be prevented; incandescent lighting is always
better for such rooms than fluorescent lighting. Samples stabilize in about 4 hr to the instrument
temperature and chemiluminescence decays at the same time.

Since the cosmic flux is negligible in the Gran Sasso laboratory, we can attribute the sample back-
ground to be fully derivable from the instrument’s internal and external gamma radiation. The
gamma flux in the laboratory is not negligible and radon is present in the water that flows into the
laboratory (Plastino and Bella 2001). The laboratory is well ventilated and stable in temperature
(9 °C); therefore, no cooling unit is used in the Quantulus. The instrument is placed in a steel con-
tainer, which is a good Faraday cage and also shields from radon.

The guard Compton continuum, channels 50 to 850, comes from the phototubes, the environmental
gamma scattering, and from secondary cosmic interactions. The latter is missing in Gran Sasso and
is very small on the surface, while the environmental gamma scattering is constant. Thus, the varia-
tion of the Compton continuum reflects the environmental radioactivity of the laboratory and can be
correlated with instrument performance in sample counting.

CONCLUSIONS

Atmospheric pressure variations cause both cosmic flux variations. The guard is, however, so effi-
cient for high-energy cosmic radiation that the variation does not show as a sample signal. The guard
count rate is opposite the air pressure phase.

The big difference in the guard detector efficiency between surface laboratories and underground
laboratories such as Gran Sasso is related to the absence of cosmic and associated lower energy
Compton radiation. The inherent radioactivity of phototubes is a larger fraction of the total
background signal in Gran Sasso. The role of radon remains to be examined in an environment
where its presence is eliminated.

Masked vials approach the same zero volume background on the surface as an unmasked vial in the
Gran Sasso National Laboratory, where absolute backgrounds are about a half of the surface figures.
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MEASUREMENT OF LOW “C ACTIVITIES IN A LIQUID SCINTILLATION COUNTER
IN THE ZAGREB RADIOCARBON LABORATORY

Nada Horvatin¢i¢! ¢ Jadranka Baregi¢ * Ines Krajcar Broni¢? « Bogomil Obeli¢
Rudjer Boskovi¢ Institute, P.O.Box 180, 10002 Zagreb, Croatia.

ABSTRACT. Two methods of chemical preparation of radiocarbon samples are implemented in the Zagreb Radiocarbon
Laboratory for measurement by a new liquid scintillation counter (LSC), Quantulus 1220™: a CO, absorption method (LSC-
A) and a benzene synthesis method (LSC-B). For samples prepared by both methods, the optimal counting windows for mea-
surement in LSC were determined. The total efficiency of LSC-A is 65% and that of the LSC-B is 83%, while the correspond-
ing 14C dating limits are 31,800 yr and 52,160 yr, respectively.

14C activities measured by the LSC-A and LSC-B methods were compared with those measured by the gas proportional
counter (GPC) method (efficiency 75%, '“C dating limit 37,500 yr). The results obtained by the LSC-A method have larger
errors than those measured by the GPC method, but LSC-A is quick, inexpensive, simple, and requires less carbon than the
GPC method. Thus, LSC-A is suitable for “C measurements of geological, hydrological, and environmental samples. On the
other hand, the results obtained by the LSC-B method give smaller errors and a larger 4C dating range. Therefore, LSC-B is
more suitable for 1*C dating of archaeological samples.

INTRODUCTION

Radiocarbon activity in archaeological, geological, environmental, and hydrological samples has
been measured in the Zagreb Radiocarbon Laboratory at the Rudjer Boskovi¢ Institute since 1968
by the gas proportional counter (GPC) technique. In order to improve the capability of low-level 14C
measurement in our laboratory, we recently obtained a new liquid scintillation counter (LSC), Quan-
tulus 1220™, which is placed in the same ground-floor room with the GPC system, where we can
control environmental parameters.

Sample preparation methods for the GPC technique and our participation in international intercom-
parison studies have been described previously (Srdo¢ et al. 1971; Horvatin¢i¢ et al. 1990, 1995;
Krajcar Broni€ et al. 1995). Briefly, after pretreatment by the acid-base-acid method, organic sam-
ples are combusted in a stream of pure oxygen. Carbonate samples are dissolved by acid (HCI or
H;PO,). The obtained and purified CO, is then catalytically converted to methane, which is used as
the counting gas in GPC.

Two methods of chemical preparation of samples for “C activity measurement by LSC are
implemented: a CO, absorption method (LSC-A) and a benzene synthesis method (LSC-B). The
preparation lines have been constructed following the descriptions of similar lines in previous
literature (LSC-A: Qureshi et al. 1989; Rao and Killey 1994; Aravena et al. 1989; Nair et al. 1995;
Woo et al. 1999; Momoshima et al. 1993; LSC-B: Noakes et al. 1965; Tamers 1975; Belluomini et
al. 1978; Gupta and Polach 1985; McCormac et al. 1993; Enerson et al. 1998; Muraki et al. 1998;
Pawlyta et al. 1998; Cook 2002, personal communication) with some modifications. In this paper,
we describe the procedures for the absorption method and for the benzene synthesis, as well as
different tests that were performed during the implementation of both methods. We have determined
the optimal parameters for measurements in LSC for samples prepared by both methods, e.g. 14C
window, efficiency, and figure of merit. Finally, we discuss the results of '“C activity measurements
by both LSC-A and LSC-B methods and compare them with those obtained by the GPC method.

'Email: Nada.Horvatincic@irb.hr.
2Corresponding author. Email: krajcar@irb.hr.
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For all tests, we used CO, borehole gas containing no '*C (a!#C = 0 pMC), which has been used as
background gas also for the GPC technique, and carbonate obtained from recent shells from the
Adriatic Sea (a'4C = 100 pMC, 813C = 0%0 VPBD), the activity of which has been determined pre-
viously by GPC. The “C activity of all prepared samples was measured by LSC and the quenching
effect was assessed with an index called the Standard Quench Parameter, SQP(E) (hereafter “SQP”),
which represents the end-point of the external standard spectrum, i.e., the channel number beyond
which 1% of the total counts are found. As an external standard, we used a built-in 37-kBq '3?Eu
capsule. The LSC running and data acquisition were performed by using Wallac WinQ Windows
software for controlling Wallac 1220 Quantulus™ (Version 1.2), and for data processing we used
the Wallac EASY View Spectrum Analysis Program (Version 1.0).

SAMPLE PREPARATION
Method LSC-A

The vacuum line for CO, absorption (Figure 1) consists of the following: (1) a steel container with
a CO, sample; (3) a U-tube with silica-gel for CO, purification; a manometer and (2) a needle valve
for CO, flow regulation; (4) a 20-mL low-potassium glass vial with absorption mixture (Carbosorb
E® + Permafluor E®) cooled with ice; and (5) a flow meter/bubbler. The amount of CO, absorbed
in the absorption mixture is determined by weighing the glass vial with the mixture before and after
the absorption.

In order to obtain optimal conditions for sample preparation, we performed tests by varying the CO,
flow rate and the composition of the absorption mixture. For all prepared samples, the SQP and
count rate have been determined by liquid scintillation counting.

The CO, flow rate in the absorption system was varied by the needle valve. Taking into account the
reproducibility of the loaded CO,, we chose a medium flow rate of about 70 mL CO, per min for
routine sample preparation. Under such a flow rate, it takes about 15 min until the bubbles appear in
the bubbler at the end of the line, indicating that the absorption mixture is almost saturated with
CO,. Some CO, can still be absorbed after the first bubbles have appeared; therefore, we continued
the overflow of CO, for 10 min to assure saturation. It was established that the samples with no
saturation of absorption mixture by CO, show stronger quenching, i.e., have lower SQP values
(Figure 2) and as such are not suitable for measurement. Stronger quenching of not-completely-
loaded samples was also observed by Rao and Killey (1994), while Qureshi et al. (1989) used the
quenching parameter as an indirect method to estimate the amount of absorbed CO, instead of direct
weighing. The best SQP value was obtained for about 2.15 g of the absorbed CO, in a mixture
consisting of 10 mL Carbosorb E and 10 mL Permafluor E. In some cases, we obtained overloaded
samples, i.e., the amount of absorbed CO, was higher than given theoretically by the manufacturer’s
specification (0.22 g CO, per 1 mL of Carbosorb) and the SQP of such samples decreased again
(Figure 2). Nair et al. (1995) also observed stronger quenching in samples overloaded by CO,.
Therefore, the SQP of a sample for “C activity measurement prepared by the absorption method can
serve as an indicator of the amount of absorbed CO,. For 4C activity calculation, we use only
samples saturated but not overloaded with CO,, with an SQP in the range of 710-725 (Figure 2).

To determine the best composition of the absorption mixtures, we performed test samples setting the
ratio of Carbosorb E to Permafluor Et0 9:11, 10:10, 11:9, 12:8, 13:7, 14:6, and 15:5. All samples were
prepared by the adopted standard procedure, keeping the CO, flow rate constant (about 70 mL/min)
with a 10 min overflow, and keeping the total volume of the absorption mixture equal to 20 mL.
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Figure 1 Preparation line for the CO, absorption: 1-metal container with CO, sample;
2—needle valve; 3—U-tube with silica-gel; 4—vial with absorption mixture (Carbosorb E
+ Permafluor E) immersed in mixture of ice and water; 5—bubbler.

The amount of CO, absorbed in the mixture increases with the amount of Carbosorb E, but the
relative amount of CO, per mL of Carbosorb E remains constant (~0.21 g/mL). The SQP decreases
as the quantity of Carbosorb E increases because Carbosorb E is a strong quencher (Qureshi et al.
1989; Rao and Killey 1994; Woo et al. 1999). The count rate of background samples does not
depend on the amount of Carbosorb E; the count rate of the active sample shows a maximum for
approximately 12 mL Carbosorb E in the absorbing mixture. The counting efficiency (Figure 3)—
determined as the ratio of the measured count rate, expressed in counts per minute (cpm), to the
sample activity, expressed in disintegration per minute (dpm)—shows a maximum of about 62% for
the mixture containing 10 mL of Carbosorb E. A similar counting efficiency (60%) was obtained
also by Qureshi et al. (1989) and Nair et al. (1995) for the component ratio 1:1 in the absorption
mixture. Taking into account all these findings, we decided to use the mixture of 10 mL Carbosorb E
and 10 mL Permafluor E in a routine sample preparation.
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Figure 2 Standard Quench Parameter (SQP) as a function of the amount of the absorbed
CO, in adsorption mixtures consisting of 10 mL Carbosorb E and 10 mL Permafluor E.
Symbols: measurements; dotted line: polynomial fit.
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Figure 3 Counting efficiency as a function of the amount of Carbosorb in the absorbing
mixture. The remaining of the total volume of 20 mL is Permafluor. Symbols: measure-
ments; dotted line: polynomial fit.

To test the reproducibility of the procedure, we repeated the absorption of the CO, obtained from the
same sample (replicate sample preparation). We found that the process gives reproducible results
(SQP, count rate, efficiency, “C activity) if the saturation of the absorption mixture with CO, has

been achieved.
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Method LSC-B

For the LSC-B method, the vacuum line for benzene synthesis has been constructed (Figure 4).
The first step involves the reaction of CO, with lithium at 700-900 °C to produce lithium carbide.
CO, stored in glass bulbs (2) is successively added into a stainless steel reactor (1) containing
metallic lithium in stoichiometric quantity with an excess of 30%. The reaction is controlled by
CO, pressure in the reactor and monitored through a glass window on the top of the reactor. After
cooling and pumping of the reaction vessel, the lithium carbide is subsequently hydrolyzed to
acetylene by slowly adding distilled water (15). The obtained acetylene passes through a water trap
cooled to —50 °C (5) and is frozen in the next 2 traps (6, 7), which are cooled by liquid nitrogen
under a dynamic vacuum. The purification of acetylene is realized by passing through a trap
containing phosphoric acid with glass beds (8) in order to remove nitrogen compounds, and a cold
trap (9) for water removing. Trimerization of acetylene to benzene is performed on the vanadium
catalyst supplied from the Kyiv Laboratory (according to the procedure in Arslanov et al. 1993).
Before reaction, the catalyst is activated in an oven (13) at 350 °C for 10 hr. Acetylene from bulbs
(11) slowly sublimes on the catalyst (13) while the temperature of the reaction (monitored by
thermocouple 14) has been kept below 90 °C by immersing the catalyst vessel into the mixture of
water and ice. The obtained benzene is extracted into a glass finger (12) by heating the catalyst to
150 °C and simultaneously cooling the finger with liquid nitrogen.

17 PUMP 2 PUMP 1

16 ) )
5 @
71

Figure 4 Benzene synthesis line: 1-reaction vessel; 2—bulbs for CO, storage; 3—glass finger for CO,; 4-metal
container for CO,; 5,9—water traps cooled with mixture of ethanol and liquid nitrogen; 6,7-C,H, traps cooled
with liquid nitrogen; 8—trap with H;PO, and glass beds; 10—glass finger for C,H, cooled with liquid nitrogen;
11-bulbs for C,H, storage; 12—glass finger for C4Hg cooled with liquid nitrogen; 13—vanadium catalyst
heated by oven; 14-thermocouple; 15-reservoir with distilled water; 16—Pirani gauge; 17-Bourdon gauges;
18-Hg manometers.

Several tests for benzene synthesis were performed: duration of carbide and hydrolysis reaction, type
of C,H, purification, and duration and temperature of catalytic trimerization. The test results showed
that the optimal time of the carbide and hydrolysis reaction is 20 min and 30-40 min, respectively.
The temperature of the catalytic reaction is between 60-90 °C, with a duration of 1-2 hr, depending
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on the quantity of acetylene. The acetylene yields range from 89% to 98% and benzene yields range
from 77% to 90%. The purification process described above gives benzene of purity 98.9% to 99.5%,
as determined by gas chromatography. The main impurity in all benzene samples is toluene.

To prepare the scintillation cocktail for LSC measurements, the recommended quantity of 15 mg of
butyl-PBD per 1 g of benzene is added (Gupta and Polach 1985). The cocktail is then put into 7-mL
low-potassium glass vials (pico-vials). To test the sensitivity of the cocktails on the amount of added
butyl-PBD, we prepared cocktails with 7 mg and 22 mg butyl-PBD per 1 g of benzene (i.e. 50% and
150% of the recommended amount). We observed no significant changes in either count rate or SQP.

MEASUREMENTS IN LSC

We determined the optimal parameters for '4C activity measurement by LSC for samples prepared
by both the LSC-A and LSC-B methods. By comparing the standard deviation of the measured
count rate with the number of 30-min cycles, we established the number of cycles in a run to 30 (or
more), resulting in 900 (or more) min per sample measurement.

The counting efficiency (£) was determined from the ratio of measured (net) count rates (4,,cqs
expressed in cpm) and the known '4C activity of the standard (4, expressed in dpm):

E=Apeas! 4 (D).

Typical spectra for inactive and active standard prepared by the LSC-A and LSC-B methods are
illustrated in Figure 5. The area of spectrum containing the '*C spectrum, the so-called “!“C win-
dow” (between the dashed lines in Figure 5), encompasses the channels between 109 and 431 and
between 127 and 580 for LSC-A and LSC-B, respectively. The counting efficiencies in these areas
are 70% and 90%, respectively.

Optimization of the counting system consists of moving the boundaries of the '*C window during
the processing of spectra in order to decrease as much as possible the background count rate (B), and
at the same time not to lose the essential part of the “C spectrum (4,,.,). The optimal measuring
window for the LSC-A technique was established to be between channels 144 and 372 (the area
between the full lines in Figure 5), which encompasses 93% of the total '“C spectrum and 77% the
background spectrum. In such a way, we determined the total efficiency for LSC-A to be 65%. The
figure of merit (FM = A,,,,,2/B) has been improved from 16 to 18.4 (Table 1).

Optimization of the counting window for the LSC-B technique resulted in background reduction to
64% of'that in the '4C window, while 92% of the 14C spectrum has remained in the window. Therefore,
the total efficiency of the LSC-B technique is 82.4% and the figure of merit is considerably improved
(from 2200 to 2908). Comparison of some basic parameters of the measurement of 4C in the counting
windows is shown in Table 1, where data for our GPC system are also shown for comparison.

Several samples prepared by the LSC-A method have been measured repeatedly during longer peri-
ods of time (4 months) to test the stability of the prepared samples. Since no significant changes in
either count rate or SQP have been noticed, we concluded that measurements can be performed also
some time after the sample preparation.

When the sample is measured immediately after preparation, the presence of radon may influence
the count rate. However, radon can be easily detected in the upper part of the spectrum. We control
the count rate in the so-called “radon window” (channels 450—700 for the LSC-A samples) for rou-
tine measurement.
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Figure 5 Characteristic '“C spectra obtained in LSC. a) LSC-A preparation method (absorption of CO,).
b) LSC-B preparation method (benzene synthesis). Upper spectra: modern shells (100 pMC); bottom: back-
ground. Dashed lines: limits of the '*C windows; full lines: limits of the counting windows.

Table 1 Comparison of characteristic parameters of all 3 '%C measurement techniques. LSC-A:
absorption of CO, and LSC measurement; LSC-B: benzene synthesis and LSC measurement; GPC:
methane preparation and gas proportional counting. The data for LSC-A and LSC-B technique cor-
respond to the optimized counting windows.

Value Symbol (unit) LSC-A LSC-B GPC
Amount of carbon m (g) 0.59 4.5 2.01
Spectrum area (channel) 144-372 219-525 —
(counting window)

Real activity of standard A (dpm) 7.98 61.06 27.34
(100 pMC)

Count rate of background B (cpm) 1.47 0.87 5.54
Net count rate of standard A peas (cpm) 5.20 50.30 20.47
(100 pMC)

Efficiency E= A4 4 (%) 65 82.4 75
Figure of merit FM = A%neas/B 18.4 2908 75.7
Maximum age T max® 31,800 52,160 37,500

(tmeas = 1200 mm)
*Tprae = 8033 % In(0.3546 X A,y % [lres/ B)

meas
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We compared the benzene background count rate and the count rate of a spike sample in glass pico-
vials and in special low-background teflon-copper vials (Wallac-Perkin Elmer). The use of special
teflon-copper vials reduces the background count rate significantly (and the figure of merit is better,
9000, in teflon-copper vials), but the difference in the '4C spectra shape and count rates of the spike
sample is negligible. In both types of vials, the background count rate (5 mL of commercial petro-
chemical benzene, counting window 219-525 channels) was stable in the period of 6 months, and
the values were 0.80 = 0.05 cpm in pico-vials and 0.28 + 0.03 cpm in teflon vials. Due to the limited
number of teflon vials and their rather high price, we performed all test measurements in pico-vials.

The quenching correction curve was determined for the counting geometry of 5 mL of benzene in
pico-vials. A small amount of acetone was added to the spike benzene and the SQP and the count
rate of such samples was measured. The obtained quenching curve is shown in Figure 6, where the
relative efficiency is calculated as the ratio of the count rate in the counting window of the
“poisoned” samples to the count rate of the pure spike sample. Our synthesized benzene samples of
purity 98.9%-99.5% resulted in SQP values above 835; therefore, the efficiency correction due to
quenching was less than 1%.
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Figure 6 Quenching curve. Symbols: measured data; dashed line: polynomial fit.

RESULTS

The comparison of conventional “C ages (Stuiver and Polach 1977; Gupta and Polach 1985) of
benzene samples prepared by the LSC-B method and '“C ages of the same samples measured by
GPC are shown in Figure 7. The LSC-B ages were corrected also for different quenching by using
the quenching curve shown in Figure 6. The agreement between the LSC-B and GPC ages is good,
giving the slope of the fitted line equal to 1.01 = 0.01. No systematic difference between the 2 sets
is observed, as shown also by the intercept of the fitted line equal to 39 + 41 yr.
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Figure 7 Comparison of conventional '#C ages measured by LSC-B and GPC methods.
Symbols: measured ages with corresponding 1-c errors; line: linear fit to the measured
data, slope 1.010 = 0.015, intercept 39 =41 yr, N=17, R =0.998.

To check the background of samples that pass different procedures of CO, preparation (organic and
carbonate samples) in addition to the old borehole CO, gas that was used as a test gas in the devel-
opment of the method, we synthesized benzene also from anthracite and marble. The measured
count rate of all 3 kinds of background samples was the same. In Table 1, we give the mean value
(0.87 + 0.02) of all background samples in the same geometry. However, as mentioned previously,
a commercially available benzene from a petrochemical source shows a slightly lower count rate
(0.80 £ 0.05) under the same counting conditions.

Under the adopted counting condition, the 4C dating limit (Table 1) is 52,160 yr (5-mL samples
measured 1 day). The limit can be improved to 56,730 yr by using special low-background teflon-
copper vials (5-mL samples measured 1 day). A larger amount of benzene (e.g., 7 mL, if the quantity
of available sample allows it) would also improve the dating limit to 54,800 yr and 59,400 yr in pico
and teflon vials, respectively. A longer counting time will also increase the maximal age that can be
determined (57,600 yr and 62,100 yr for 7-mL samples measured 2 days in pico and teflon vials,
respectively).

A comparison of 4C activities (expressed in pMC) obtained by the GPC and LSC-A methods is
presented in Figure 8. The agreement between the 2 sets of data is again very good (the slope of the
fitted line is 1), but the uncertainties of the LSC-A results are 2—3 times larger that those of the GPC
method for the same measuring time (1 day per sample). Due to the high background count rate and
low efficiency (Table 1), the maximal determinable '“C age is 31,800 yr. However, these
characteristics are good enough for certain applications that do not require high precision and also
for samples having very high 4C activity.
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Figure 8 Comparison of 1“C activities measured by LSC-A and GPC methods.
Symbols: measured activities with corresponding 1-o errors; line: linear fit to the
measured data, slope 0.997 + 0.026, intercept —0.7 = 2.0 pMC, N =22, R =0.993.

As in the case of the LSC-B method, the count rate of various background materials (anthracite,
marble, borehole CO,) did not show any difference.

CONCLUSION

By introducing a liquid scintillation counter for 4C activity measurement in our laboratory, we
implemented also 2 new sample preparation techniques: 1) absorption of CO, in an absorption mix-
ture consisting of Carbosorb E and Permaflor E (LSC-A), and 2) benzene synthesis (LSC-B). The
presented methods differ in complexity, time consumed, price, and in the precision of measured
results. The characteristic features of all 3 techniques—GPC, LSC-A, LSC-B—of *C measure-
ments are compared in Table 1 and the measured activities are compared in Figures 7 and 8.

The simplest preparation method, absorption of CO, followed by liquid scintillation counting (LSC-
A), is fast and requires only about 1 g of carbon. Its characteristics are high background, low effi-
ciency, low '“C dating limit, and large errors. However, it is accurate enough for certain applications
(e.g., geological, hydrological, and environmental samples). It could be used also for quick determi-
nation of increased environmental '“C contamination, e.g., in the case of a nuclear accident.

The best '#C dating features are obtained by benzene synthesis and liquid scintillation counting
(LSC-B): low background, high efficiency, high dating limit, and good precision. The features could
be improved by using special low-background teflon-copper vials, by increasing the amount of ben-
zene, and by prolonging the counting time. Due to these good characteristics, the LSC-B method is
suitable for '“C dating of archaeological samples and all other samples that require high precision or
are close to the limit of the 4C dating method.
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The features of the GPC technique lie in between the 2 LSC techniques. The method gives accurate
results, as justified by participation in the international “C intercomparison studies.

All 3 methods of '“C activity measurement in our laboratory allow us to choose the preparation and
counting technique which best meets the need for accuracy and precision of different kinds of sam-
ples. The 3 methods also enable a higher sample through-put.
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REHABILITATION OF THE LABORATOIRE DE CARBONE 14-DAKAR (SENEGAL)
WITH A SUPER LOW-LEVEL LIQUID SCINTILLATION COUNTING SYSTEM

Maurice Ndeye!? ¢« Oumar Ka!-* « Hamady Bocoum®* e Alpha O Diallo!

ABSTRACT. Following the passing of Prof Cheikh Anta Diop in 1986, the radiocarbon laboratory (LC14) he created 20 yr
earlier at the Institut Francophone d’ Afrique Noire (IFAN), Dakar, Senegal, fell into a long hibernation. It took nearly 3 yr to
renovate the laboratory and reinstall new equipment in order to return LC14 to full functionality and resume its activity. A
new dating system has been implemented around a super low-level liquid scintillation spectrometer from Packard, the Tri-
Carb 3170TR/LS, located in an underground room.

In this paper, we assess the performance of the dating setup (background level and figure of merit) using known samples from
Paris 6 and international standards from the International Atomic Energy Agency (IAEA). After the calibration, the setup was
used to study bolé seashells from the Khant area in the northern part of Senegal (West Africa). The aim is to present evidence
of the correlation between the transgression of the Nouakchottan (5500 BP) and a few industries in the Khant area. The
corresponding ages are difficult to assess and the dates available for this cultural site are randomly distributed, ranging from
4500 to 1500 BP, i.e., a chronological period spanning from the Neolithic to the Iron Age.

INTRODUCTION

In the early 1960s, Prof Cheikh Anta Diop, having just returned to Senegal after completing his
doctoral studies in France, set up a radiocarbon laboratory at the Institut Francophone d’Afrique
Noire (IFAN)’ (Diop 1964). The laboratory became operational in 1966 and material dating was
carried out until the early 1980s using DAK as the lab code (Diop 1971). The activity of the
laboratory came to a complete stop in 1986 with the passing of Prof Diop.

In 1999, the Senegalese government gave the directive to IFAN to rehabilitate the 4C laboratory. It
took 3 yr to accomplish the task, from restoring buildings to acquiring new equipment, and the new
laboratory became fully operational and ready to resume its dating activity in January 2003.

In this report, we present data collected during the calibration of the counting system using samples
supplied by LODYC from the University Paris 6 (France) and from the International Atomic Energy
Agency (IAEA). We also present the preliminary results obtained on material extracted from the
Khant area in the northern part of Senegal (West Africa) in a study aimed at establishing coherent
chronographic sequences for this cultural site.

EXPERIMENTAL SETUP

The best option for the new carbon dating system at LC14 was to use liquid scintillation spectrom-
etry (Polach 1992) with benzene as the scintillation solvent. The benzene volume used each time
corresponded to a weight of 2 g in a Pico glass vial (standard size 20 mL). The scintillators were a
bis MSB + Butyl PBD mixture (6 mg + 6 mg). The dating setup was installed in the same under-
ground room as the former system; however, no water overhead was used for reducing the back-
ground noise.

ILC14, Institut Fondamental d’ Afrique Noire (IFAN), Université Cheikh Anta Diop, Dakar, Sénégal.
2Email: soukouma@hotmail.com.
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Counting was carried out using a Tri-Carb 3170TR/SL liquid scintillation analyzer from Packard,
driven by the Quanta Smart software under a Windows NT operating system. The counting time
used in our program was 100 min per cycle.

Assessment of the 3170TR/SL is summarized in Table 1. In the 13—85-keV energy range at an effi-
ciency of 68% and a background noise of 0.2 cpm, the figure of merit E¥B is 23,400. These data
clearly show the high performance of the counting system. In the super low-level counting mode
using a BGO (Bi4Ge3012) detector guard, the background is further reduced down to 0.1 cpm for
a comparable efficiency. These values compare favorably with the Wallac 1220 Quantulus LSC as
shown in Table 2 (see Hogg: http://www.c14dating.com/quant.html) and the LSC system used at the
Zagreb Radiocarbon Laboratory (Horvatincic et al., these proceedings).

Table 1 Initial assessment of the performance of the liquid scintillation counting analyzer in
low-level mode through the factor of merit E2/B. In super low-level mode, the background
noise is further reduced down to 0.1 cpm.

Region (keV) Efficiency (%) Background (cpm) E?/B
13-85 68.55 0.2 23,400

Table 2 Typical counting performance of a Wallac 1220 Quantulus (http://www.cl4dating.com/
quant.html); Benzene weights used: 0.3 mL =2.637 g; 3 mL =2.637g; 10 mL =10.0 g.2

14C
Vial volume B No efficiency tmax tmin
(mL) (cpm)  (cpm) (%) M FM (yr) (yr)
0.3 0.04 247 748 12.5 143,350 44,100 133
3.0 0.25 25.66  77.8 514 24290 55,500 41
10.0 1.03 108.09  86.4 106.7 7260 61,300 20

aB = background; No = derived net cpm for “C reference standard, 0.95 oxalic acid; fM = factor of merit (No/\/B); FM =
figure of merit (E%/B); tmax = maximum determinable age (using 3000-min count time and 2-c criterion); tmin = mini-
mum determinable age (using 3000-min count time and 1-c criterion).

The improvement of the new system from the one formerly used in this laboratory is around 50-fold
when the background noise levels are adjusted.

CALIBRATION OF THE COUNTING SYSTEM

Since the 4C age of the samples from LODYC was already known, it was possible to determine the
initial activity (A,) from the activities measured for those samples (Table 3). The mean value of
8.56 £ 0.02 cpm (i.e. around 12.25 dpm) is in very good agreement with the expected result of 8.6.
The tSIE, which is the quench indicating factor, was 650 =+ 20.

Table 3 Calibration of the LC14-Dakar carbon dating system using already-known samples
from LODYC-Paris 6.

LODYC Age

lab code (BP) Mean activity (cpm/g) Initial activity (cpm/g)
202 3695 5.408 8.566
207 1215 7.349 8. 549

205 960 7.612 8.578
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Another test for the LSC system was to check the output for different samples used in the IAEA 4C
intercomparison exercise (Rozanski et al. 1992). The percentage of modern carbon (pMC) obtained
from C1 (carbonate) and C3 (cellulose) are shown in Table 3. A complete agreement with the
reported values can be seen.

In summary, the above calibration data from the LSC system clearly show the high performance of
the new system setup at LC14-Dakar, a laboratory which we would like to present under DK as the
new code number.

CASE STUDY: KHANT SEASHELLS

After the qualification stage of the carbon dating system, the research program that was started
relates to the study of seashells from the Khant area, northern Senegal.

Context and Excavations

The Khant depression is approximately 22 km N-NE from Saint-Louis, the main city in northern
Senegal (16.5°E, 14°N), in the vast area corresponding to the delta of the Senegal River (Figure 1).
The depression is approximately 14 km long, about 1.7 km wide, and is enclosed between 2 Ogolian
sand-hill strings. Ravisé discovered the site in 1969 (Ravisé 1970). Her investigations allow one to
surmise the complex of Khant could have begun around 5000 BP. However, on the basis of subse-
quent excavations and the industries evident later on, it is likely that human occupation of the area
continued until the Protohistoric period and even later.

Guy Thilmans, who was involved in part of the work of Ravisé et al. (1975) and who continued
prospecting the area of the delta, indeed unveiled several Neolithic sites as well as Protohistoric
ones. A general chart established by this author makes it possible to realize the importance of
anthropic shell accumulations in this zone.

During this work, all the surveys carried out by Ravisé could not be observed, either because of an
imprecise localization or because of a location was under the backwater-flooded river bed at the
time of the investigations. However, it has been possible to recognize certain excavations carried out
on the clusters of the Nouakchottan terrace by piecing together the various reports established by
Thilmans and the information received from the local population. They are in the same topographic
position as those in which Ravis¢ identified Khant 2 and collected a human skeleton, which she
ascribed to the Neolithic era (Ravisé et al. 1975). More recently, Mbow-Diop (1997) carried out sub-
sequent work on the issue.

Thorough prospecting and study of existing documentation leads to identifying 3 different levels of
accumulation along the transverse section of the stream in Khant (East-West section): shallow
deposits, deposits on the terrace, and deposits of the Ogolian sand-hill strings.

Natural accumulation, harvests, and shell re-use are extremely old in this area. Accumulations fol-
low the Nouakchottan transgression, with a maximum around 5500 BP. Anthropic accumulations,
the subject of this study, cover a longer timespan.

The excavations carried out on the material under study should allow for a better understanding of
the chronostratigraphic sequence.
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GEORMORPHOLOGIC SKETCH OF
THE REGION OF SAINT-LOUIS

(Adapted from P. Michel, P. Elouard & H. Faure, 1968)

L

BUET WODAR

vase and clay deposits

Deltaic formations(thin sand or silt)
Recent dunes

Semi-fixed dunes

Coastal strings(fixed yellow dunes)
Marine terrace (Nouakchottan)
Fixed red dunes

DEPOSITS OF STUDIED SHELLFISH

v Agitated sea X
Dunes alignment

w Quiet sea —
" « Lagoon f Erosion of the banks
A \, Superimposed facies ~  Functicoal coesk
: " -
P‘ ¢ ! Kiokkenmodding - Pormer creek
" w ABSOLUTE BF AGE = Light transgression
Inre .\'nrl:;'.f] dll‘pr..’.:r.s Dam bridge
Artc icia heap
1080
— Road or track

» Place of che withdrawal

Figure 1 The Khant area in the Saint-Louis region, after Ravisé (1970). Saint-Louis is in northern Senegal, 16.5°E, 14°N.

RESULTS AND DISCUSSION

The results presented here deal with the chronological sequence of an anthropic hillock (Bolé zone)
together with a measurement relating to a surface-collected material from a close hillock (Xoor nook
zone). The excavated hillock has an extension of approximately 140 m in an E-W axis and 80 m in
a N-S axis. The excavation was done down to a 330-cm depth. The excavated levels are composed
primarily of arches and oysters which are sometimes calcined, associated osseous remains, brittle
ceramics, and sediment.
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Table 4 shows the chronological sequence obtained with the measurements carried out at LC14-
Dakar on the Anadara senilis shells collected in the surveys, with a calibration according to Stuiver
and Reimer (1993) revision 4.3 of the calibration program. The sequence obtained with DK-1, DK-
5, and DK-7 is very coherent: 195-57, 409-294, and 498-336 cal BC (1 o), respectively. From a
preliminary analysis, it can be established that the cluster is constituted very quickly to reach 200 cm
in about 2 centuries (498-294 cal BC). The progression slows down thereafter and the accumulation
probably stops at about a century before our era.

Table 4 Percentage of modern carbon (pMC) measured for 2 IAEA samples compared to the mean
values derived from the 1990 IAEA C14 intercomparison exercise.

Sample IAEA 1990 intercomparison IAEA 1990 intercomparison LC14-Dakar
code (consensus value) (estimated standard error)? LCl14-Dakar (estimated error)
Cl1 0.00 (0.02)b 0.02 0.04 0.01

C3 129.41 0.06 129.36 0.07

4This material is considered as a background sample having no measurable activity.
bEstimated standard error calculated according to Rozanski et al. (1992).

Table 5 Measured activities, 2S5%, and tSIE values for seashell samples (all samples are Anadara
shell) extracted from the Khant area (northern Senegal, West Africa) and the corresponding dates at
1 . The calibration was made according to Stuiver and Reimer (1993) revision 4.3.

Lab Sample Depth  Activity 14C age Cal age Cal age
code code (m) (cpm/g)  2S%  tSIE BP BP BC
DK-1  KhantGPS 0.3 6.7052 5.35  650.21 2448+34  2144-2006 195-57
DK-4  Khant 2 6.3366 6.14  651.46 2633+29  2358-2243 409-294
DK-5  Khant 3.2 6.5608 530 649.40 2663+49  2447-2285  498-336
DK-7  Xoor Nook 0 6.7052 5.35 648.27 2912 +29 2748-2647 799-698

The study of the survey composition makes it possible to understand relatively well the noticeable
acceleration during the first 2 centuries. It is explained primarily by the prevalence of the oysters,
which have a more significant volume at the beginning of accumulation. The higher levels, which
are more compact, are dominated by the arches with an important sandy component, hence, a higher
density.

The collected material does not deliver any metal that can be ascribed to the Iron Age. On the other
hand, an adze and some bone-made objects were collected. These objects are culturally closer to
those evidenced by Ravis¢ (1970) and this would bring them closer to a final Neolithic era.

In the case of the Xoor nook sample (DK-4), with a collection operated using just a superficial scour-
ing, the age obtained is 888—698 cal BC (1 o). This result is an incentive for further investigations
to confirm that the early stage of this cluster, which culminates at 4 m, could be in the 2nd millen-
nium BC. One would then be even nearer to the chronological sequences suggested by Ravisé
(1970, 1975). However, when widening the perspective, one can note that in central Senegal, the
Iron Age begins at the same time (Déme 2003). We are perhaps at a transitional period that would
mark the end of the Neolithic and announces the introduction of the Iron Age in the Senegal River
valley. For this reason, the extension of the investigations and the resulting additional dates of the
chronological sequence should contribute to a better understanding of the Khant cultures from the
Neolithic to the Iron Age.
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CONCLUSIONS

The data presented here establish that the new carbon dating system setup at LC14-Dakar is a high-
performance tool for the scientific community. Because of the reduced background level, the *C
age may be calculated with a good precision. Thus, the carbon dating service available seems highly
competitive.

Preliminary investigations have also been carried out on seashells from a cultural site in the northern
part of Senegal. The results obtained are very promising and should lead to a comprehensive under-
standing of the chronological sequence for different entropic levels with ages spanning from the
Neolithic to the Iron Age.
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TOWARDS ACHIEVING LOW BACKGROUND LEVELS IN ROUTINE DATING BY
LIQUID SCINTILLATION SPECTROMETRY
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ABSTRACT. International radiocarbon intercalibration studies have revealed that radiometric laboratories using liquid
scintillation (LS) spectrometry of benzene reported, on average, younger ages for near-background standards than either gas
proportional counter (GPC) or accelerator mass spectrometry (AMS) laboratories. These studies suggested that the younger
LS ages are probably related to the use of spectrophotometric benzene as a background standard. An analysis of successive
110-ka subfossil wood (Airedale Reef Ancient Wood: ARAW) standards shows that vacuum line memory effects occur in LS
spectrometry and, consequently, must be corrected to obtain accurate '“C dates. ARAW standards, measured at monthly
intervals in the Waikato laboratory, are used to provide blank corrections for both research and routine dating applications. The
strong correlation between the ARAW A!4C data and the sample activities that preceded the standards may provide an
opportunity to obtain sample-specific blank corrections. Lithium carbide synthesis is likely to prove a source of contamination.
This work suggests that reproducible background levels for routine dating of less than 0.1 pMC (55 ka '“C yr) are achievable.

INTRODUCTION

International radiocarbon intercalibration studies have revealed that radiometric laboratories using
liquid scintillation (LS) spectrometry of benzene reported, on average, younger ages for near-
background standards than either gas proportional counter (GPC) or accelerator mass spectrometry
(AMS) laboratories (e.g. the near-background FIRI Kauri standards A and B, Scott et al. 2003)—see
Figure 1. These studies suggested that the younger LS ages are probably a function of laboratory
standards and, in particular, relate to the use of spectrophotometric benzene to determine
background count rates.

Accurate '“C determinations by all 3 methods, especially of near-background samples, requires the
establishment of accurate and reproducible background levels, obtained from materials containing
no '“C (background blanks). Anthracite, ancient wood, or ancient carbonates are commonly used as
“dead” carbon sources for this purpose. Many benzene LS laboratories utilize spectrophotometric
benzene derived from a petrochemical source to provide background activities for the scintillation
vials. It appears that some laboratories are utilizing these values as background blanks and ignoring
contamination levels in their vacuum systems.

Long and Kalin (1992) reported that the Arizona LS laboratory utilized spectrophotometric benzene
as the background for routine precision, stating that with 3 mL (2.4 g) benzene counted for 2 k min,
differences in '“C activity between spectrophotometric benzene and anthracite are “statistically
invisible” (Long and Kalin 1992: 355). However, Long and Kalin (1992) found significant
differences in activity between spectrophotometric benzene and anthracite using large benzene
volumes (11.5 g) and longer counting times (12 k min). Four successive anthracite blank samples
were processed and a decreasing level of memory effects was observed, which Long and Kalin
(1992) attributed to contamination of the lithium reaction vessel surfaces.

McCormac et al. (1993) demonstrated that spectrophotometric benzene pipetted into counting vials
produced lower background count rates than those obtained from benzene synthesized from an
ancient carbon source. They combusted spectrophotometric benzene and reconverted the resulting
CO, back to benzene and compared the activities of the initial benzene with the reconverted
benzene. Higher '“C levels were found in the reconstituted benzene, and so McCormac et al. (1993)
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Figure 1 Mean '“C ages obtained by different laboratory types for the FIRI Kauri standards A and B, showing that
some LS laboratories have seriously underestimated the ages. The Waikato LS results are given for comparison.

concluded that '“C was added to the reconverted benzene during combustion and synthesis. They
suggested that most of the modern contamination was derived from C associated with either the
lithium metal or from the reaction vessel walls.

Other possible sources of contamination during benzene synthesis include the following:

* Cross-contamination during combustion from either CuO used in furnaces or chemicals used to
cleanse the CO, gas;

* Cross-contamination from the catalyst used in the catalytic trimerization of acetylene to
benzene, where the catalyst is regenerated between samples;

+ Elevation of sample activity by contamination with radon gas derived from either the ancient
wood samples or from the zeolite-based vanadium-activated catalyst.

The larger numbers of LS laboratories reporting younger ages for the near-background FIRI samples
indicates that some laboratories are unaware of these possible sources of contamination during
benzene synthesis. Therefore, it is essential that all LS laboratories utilizing spectrophotometric
benzene to establish LS vial background levels routinely analyze '#C-dead background samples to
provide a background correction for the contaminating '“C added during benzene synthesis.

Ancient wood standards have been run at monthly intervals in the Waikato laboratory over the last
2 yr to provide accurate background levels for routine analysis. This paper is a preliminary assess-
ment of this data undertaken to demonstrate how necessary blank determination is and the effective-
ness of the LS method for dating near-background samples. It also attempts to verify the suggestion
of McCormac et al. (1993) that the carbide reaction is the predominant source of contamination and
highlights steps undertaken in the Waikato laboratory to achieve lower and more stable background
levels, both for research samples and routine dating applications.
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THE AIREDALE REEF ANCIENT WOOD (ARAW) STANDARD

Well-preserved, subfossil wood samples were collected by Dr B V Alloway from Airedale Reef, a
coastal section in North Taranaki, New Zealand. The samples are from trees in growth position
beneath a 4-m-thick debris avalanche deposit. Palynological and tephrochronological evidence
show that the debris avalanche (and forest inundation) occurred during Marine Oxygen Isotope
Stage Sc at about 110 ka (Newnham and Alloway 2001).

Wood samples were pretreated to o-cellulose (Hoper et al. 1997) to remove mobile fractions and
A'*C measured by LS counting of benzene (Hogg et al. 1987) in Wallac 1220 Quantulus spectrom-
eters (7.5-g benzene samples counted for 10k min per sample). The a-cellulose extraction procedure
outlined by Hoper et al. (1997) was modified for the near-background samples by utilizing acetone
(derived from a petrochemical source) as a solvent in place of ethanol (some of which may be
derived from modern wood).

We also analyzed untreated wood and the Kapuni CO, gas standard (KCOG) for comparison. The
KCOG standard is '“C-dead, high-purity CO,, about 45 Ma in age, derived from the Kapuni Gas
Field near New Plymouth, New Zealand. It is a useful standard for measuring memory effects in the
lithium carbide and catalytic trimerization reactions but of course cannot be used to monitor the com-
bustion of organic carbon. We “preconditioned” the vacuum lines before synthesizing the ARAW
standard benzene samples by initial processing of 3 near-background subfossil wood samples.

We obtained statistically-identical ages on ARAW (untreated), ARAW (a-cellulose), and KCOG
standards of about 60 ka BP (Figure 2).
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Figure 2 14C ages of the ARAW standard. The Kapuni CO, Gas Standard (KCOG) is given for comparison (back-
grounds based upon spectrophotometric benzene—no correction for memory effects). ARAW(a-cellulose) data,
mean of 5 measurements; ARAW (untreated) data, mean of 2 measurements; KCOG data, mean of 2 measurements.

METHODOLOGY EMPLOYED FOR NEAR-BACKGROUND RESEARCH SAMPLES

If known-age near-background research samples are being analyzed, we follow the procedures of
Long and Kalin (1992) and McCormac et al. (1993) to reduce '“C activities in the vacuum lines by
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initially processing a minimum of 2 near-background standards and by processing the samples in a
batch. We have found a similar pattern to that obtained by Long and Kalin (1992) and McCormac et
al. (1993) with background activities diminishing with successive standards (Figure 3). Near-back-
ground research samples in the Waikato laboratory utilize 7.5 g of benzene counted for 10 k min in
Wallac 1220 Quantulus spectrometers. Benzene samples are counted in Waikato 10-mL synthetic
silica liquid scintillation vials (Hogg 1993). At least 2 “C-dead standards are also included in the
batch to provide an accurate blank for the samples.
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0.35 -
CuO PetrolemSpirit
handling handling
03 chanaed T __ changed
0.25 1 [
~ 0.2
B A
<
S
% 0.15
3
< 0.1 A
B y y
C
0.05 1
] T T T T T J_ i T J_ T
35700 35800 35900 36000 36100 36200 36300 36400 36500 36600 36700
-0.05
-0.1

Date of analysis

Figure 3 14C levels for routine analysis ARAW standards determined over a 24-month period at the Waikato laboratory.
Backgrounds based upon spectrophotometric benzene—no blank correction. Benzene weight = 2.64 g; count time = 3 k min.
Samples A, B, and C were run on successive days through the same vacuum line pathways and show decreasing activity.

METHODOLOGY EMPLOYED FOR ROUTINE DATING OF UNKNOWN-AGE SAMPLES

Low and reproducible background count rates can be readily achieved for research projects dating
old material by preconditioning vacuum lines with '“C-dead standards before the samples are pro-
cessed, as discussed above. This procedure cannot be followed for routine dating of unknown activ-
ity samples. Routine analysis in the Waikato laboratory utilizes 2.64 g of benzene counted for 3 k
min, also in Wallac 1220 Quantulus spectrometers. Benzene samples are counted in Waikato 3-mL
synthetic silica liquid scintillation vials (Hogg 1993).

ARAW blank standards are analyzed at monthly intervals (Figure 3 and Table 1). The order of
processing of the ARAW standards is random and no attempt is made to deliberately process any
particular ARAW standard after samples known to have low activity, although they do not follow
high-activity modern standards such as OXII or ANU sucrose.
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Table | ARAW standard data accumulated in the Waikato lab over a 24-month period. The count
rates (cpm) of the samples that preceded the standard, through the combustion (A), carbide reaction
(B) and the catalyst trimerization (C) are also given. ARAW standard activity is given as pMC (%)
+1 standard error (o).

cpm of the sample preceding the ARAW standard in:

Lab nr A B c
(Wk) pMC (%) o© Combustion  Carbide reactor ~ Catalytic trimerization
10301 0.048 0.03 5.8 5.8 6.7
10302 0.135 0.04 198 5.4 15.9
10303 0.109 0.05 2.6 27.5 10.9
10858 0.228 0.05 285 26.1 7.2
10859 0.295 0.05 25.0 25.9 7.2
8790-4  0.196 0.05 20.8 6.7 6.7
8790-5 0.085 0.05 0.4 0.4 0.4
10860 0.052 0.06 0.4 0.4 0.4
10861 0.178 0.05 205 6.3 16.7
10862 0.169 0.05 1.6 15.6 8.7
10863 0.106 0.05 1.7 6.2 1.7
10864 0.206 0.05 232 16.9 12.6
10865 0.149 0.04 19.6 19.6 12.3
11926 0.04 0.05 219 13.8 3
11927 0.08 0.06 0.37 0.37 0.37
11928 0.05 0.04 0.3 0.3 34
12481 0.264 0.05 17.6 17.6 59
12482 0.035 0.05 5.5 5.5 2.7
12483 0.115 0.05 18.0 3.1 3.1
12484 0.034 0.05 134 4.4 10.6
12485 0.133 0.04 6.7 0.4 0.4
12486 0.058 0.05 23.1 3.7 3.7
12487 0.048 0.05 5.1 1.9 0.37
12488 0.115 0.05 21.1 9.5 0.6
13853 0.133 0.06 20.5 4.6 10.8
13854 0.011 0.04 0.5 0.5 0.5
13855 0.194 0.04 225 18.3 8.2
13856 0.024 0.05 6.3 24 0.4
13857 0.178 0.04 223 22.3 6.6

A line of best fit through the data of Figure 3 shows that background levels decreased over the 2-yr
period. This may be due to the cumulative effect of numerous small improvements in laboratory
practice, which in isolation are unlikely to significantly influence mean background levels. Two
examples are given in Figure 3, the handling of CuO and petroleum spirit. The CuO, contained in
combustion line furnaces, is now baked at 600 °C for 6 hr after each sample-combustion to ensure
residual carbon is removed. Petroleum spirit, under which lithium metal is stored, is now changed
frequently, at monthly intervals. Plotting the calendar dates on a graph (such as Figure 3) is a useful
tool to evaluate the affect small changes in benzene laboratory synthesis procedures have on mean
background levels.
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The Waikato laboratory utilizes a mean blank correction for organic carbon samples calculated from
the mean of the 10 most recent ARAW standard values. The mean ARAW activity of all measure-
ments = 0.11 £ 0.08 pMC (54 ka BP), ranging from a high of 0.295 pMC (47 ka BP) to a low of
0.024 pMC (67 ka BP). The data for the 10 most recent measurements are significantly lower:
mean = 0.095 £ 0.07 pMC (56 ka BP), with a high of 0.194 pMC (50.2 ka BP) and a low of
0.024 pMC (67 ka BP). A mean background level of less than 0.1 pMC compares favorably with
AMS backgrounds, which are rarely better than 0.15 pMC (Bronk Ramsey et al., these proceedings).
The low and reproducible background levels highlight the effectiveness of the LS method in the '4C
dating of near-background samples.

Figure 4 shows the impact of the Waikato blank correction of 0.095 pMC and demonstrates how
errors increase for near-background samples if no correction is applied. In the 2003 FIRI report, 26
laboratories produced Kauri A and B ages of less than 40 ka (Scott et al. 2003). Such underestima-
tions of age imply that a large blank correction of at least 0.4 pMC must be applied to correct them
(assuming a mean Kauri age of 47,634 BP: Scott et al. 2003). The influence of the blank correction
of 0.4 pMC is also shown in Figure 4. Long and Kalin’s (1992) contention that differences in '“C
activity between spectrophotometric benzene and anthracite are “statistically invisible” implies that
they can, therefore, be ignored. While the correction for memory effects may be insignificant for
full-sized young samples, it can have a much larger impact upon gas-diluted, small or old samples,
as is shown in Figure 4. Systematic errors are cumulative and they should, therefore, be corrected.
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Figure 4 The influence of uncorrected “C dates on dating accuracy (blank corrections of 0.095 and 0.4 pMC
shown). The dotted line represents a zero blank correction.

ANALYSIS OF ARAW STANDARD DATA

It is clear from Figure 3 that activity from 1 sample (e.g. samples A—C) can contaminate the next
(memory effects). The ARAW standard activities should, therefore, show a positive correlation
between previous sample activity and ARAW standard activity. The ARAW standard data may also
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be able to identify which benzene synthesis reaction (i.e. combustion, lithium carbide synthesis, or
catalytic trimerization) is the most likely source of contamination, and also potentially provide a
means for correcting this error.

CO, Generation (Combustion) as a Source of Contamination

The potential for 1 sample combustion to contaminate the next is complicated by sample-size issues.
Large samples may contaminate the combustion vacuum lines more than smaller samples. Unfortu-
nately, many of the samples combusted prior to the ARAW standard combustions were undersized,
obscuring any potential correlations. Therefore, all future ARAW standards will follow full-sized
sample combustions to help clarify the contribution of sample combustion to memory effects.

C,H, and CgHg Generation-Reactions as Sources of Contamination

The Waikato benzene synthesis procedure involves gas dilution of undersized samples with dead
CO, to ensure a constant stoichiometry between the CO, and lithium (also recommended by McCor-
mac et al. 1993). The samples preceding the ARAW standards through the carbide reactors and cat-
alyst columns are, therefore, unaffected by sample size and may provide more reliable data than the
combustion data to investigate the correlation between ARAW standard levels and previous sample
activity.

The ARAW standard data are give in Table 1. Also included are the count rates (in cpm) of the sam-
ples that immediately preceded the ARAW standards through the reactions involved in the synthesis
of benzene:

» cpm of the sample preceding the ARAW standard in the combustion system (reaction A—
oxidation of sample C to CO,);

» cpm of the sample preceding the ARAW standard in the lithium carbide reactor (reaction B—
conversion of CO, to C,H,);

» cpm of the sample preceding the ARAW standard on the catalyst column (reaction C—catalytic
trimerization of C,H, to C¢Hy).

Other relevant data collected, but not given in Table 1, included the number of days the benzene was
stored before counting. This storage time was measured to determine if activity derived from radon
gas (from either the ancient wood standard or from the catalyst column) was present. There was no
significant correlation between ARAW activity and duration of benzene storage before counting,
which indicates that radon does not contribute significantly to the background activity.

The ARAW standard activity was plotted against the activities of the preceding samples, for the
reactions A, B, and C as outlined above (Figure 5). Correlation coefficients (R?) were calculated
from plots of the ARAW standard activity against the activities of the individual samples that
preceded the standard through the various synthesis lines (Table 2). The correlation coefficient is
highest for the carbide reaction (0.4712) with lower values for the combustion reaction (0.3733) and
trimerization reaction (0.2265).

It is evident that there is a strong correlation between the ARAW standard activities and the sample
activities that preceded them, especially for samples processed through the carbide reactor. This find-
ing confirms those of Long and Kalin (1992) and McCormac et al. (1993). The outliers show that
other memory effects are present and that they are unlikely to be derived from a primary source only
(Figure 5). One explanation is that they may result from secondary effects where 2 samples have
influenced a third. These results, and those of Long and Kalin (1992) and McCormac et al. (1993),
suggests this is likely. There are insufficient data available at present to fully answer these questions.
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Figure 5 Dependence of ARAW activities on the count rates of the samples that preceded the combustion
(A), carbide reaction (B), and the catalyst trimerization (C). The correlation coefficients (R?) are also given.

Table 2 The correlation coefficients (R?) for plots between ARAW standard activity and the activity
of the samples preceding the ARAW standards, in reactions A (combustion), B (lithium carbide
reaction), and C (catalytic trimerization). The probabilities for no correlation (calculated after
Bevington 1969:124—125) are also given.

Reaction Correlation coefficient (R?) Probability for no correlation
A — combustion 0.3733 0.0004
B — Li carbide synthesis 0.4712 0.0000
C — catalytic trimerization 0.2265 0.0091

FUTURE WORK

This paper highlights the importance of the routine analysis of '“C-dead blanks to ensure that
sources of contamination can be detected and eliminated. This process is on-going in the Waikato
laboratory, with benzene synthesis procedures and their effect on the ARAW standard activities
under continual review.

Future ARAW standards will be synthesized after at least 2 full-sized samples only, so that combus-
tions and secondary effects can be seen more clearly.

The mathematical relationship between ARAW standard activity and preceding carbide sample
activities could potentially be used to assign a unique background blank correction to every sample.
A study is presently being conducted to test this hypothesis.

CONCLUSIONS

1. 4C-dead standards should be routinely analyzed so that sources of contamination can be
detected and eliminated.

2. LS labs which use spectrophotometric benzene measurements alone to calculate background
levels are very likely to report '“C ages that are too young, especially for near-background
samples.
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. Research samples of near-background age can be processed in a batch through vacuum lines
“pre-conditioned” by the initial processing of at least 2 low-activity samples. “C-dead stan-
dards must be included to provide an accurate blank for the samples.

. By repeatedly analyzing at regular intervals a new '“C-inert standard (ARAW), we have been
able to obtain an accurate background correction for organic carbon samples routinely dated in
the Waikato laboratory.

. Analysis of the ARAW standard data shows that the activity of each sample processed through
the vacuum lines is related to that of the sample preceding it. This relationship may provide a
means to further improve background corrections, and hence the accuracy of “C ages, espe-
cially for near-background samples.

. The carbide synthesis reaction is a likely source of contamination in the Waikato LS laboratory.
Future research will be needed to determine if secondary contributions are also significant.

. This work suggests that reproducible background levels for routine dating of less than 0.1 pMC
(55 ka '*C yr) are achievable. This is presently lower than backgrounds currently obtainable in
routine AMS dating and highlights the benefits of LS spectrometry for near-background samples.
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PREPARATION OF GRAPHITE TARGETS FROM SMALL MARINE SAMPLES FOR
AMS RADIOCARBON MEASUREMENTS

Laval Liong Wee Kwong' « Pavel P Povinec'? ¢ A J Timothy Jull3

ABSTRACT. A vacuum sample processing line was set up and methods were developed for the determination of radiocarbon
in small-volume seawater and biota samples. Seawater samples (500 mL per borosilicate glass bottle and poisoned with
HgCl,) were acidified with 5 mL concentrated hydrochloric acid. Pure N, was used as a carrier gas to strip CO, from the sam-
ples for 10 min in a circulation mode. After purification through several water traps, the CO, was isolated cryogenically.
Using Na,COj; standard solutions, recovery yields were calculated superior to 95 + 5%. Freeze-dried marine biota samples
were thoroughly mixed with Cu(IT)O and combusted at 900 °C. The CO, was purified by passing through Ag wool and Cu
granules at 450 °C before reduction to graphite. Finally, graphite was synthesized using Zn dust heated to 450 °C in the pres-
ence of an Fe catalyst at 550 °C. Although this method takes about 8 hr (synthesis done overnight), the advantage is that no
water vapor by-product is formed to hinder the reaction. The graphite yields, measured both by gravimetric methods and by
pressure readings, were 95 + 5%. Accelerator mass spectrometry (AMS) measurements were carried out at the NSF-Arizona
AMS Facility. Results for water samples from the northwest Pacific Ocean are reported which are in agreement with data
reported elsewhere.

INTRODUCTION

Due to its ubiquitous nature and relatively long half-life (5730 yr), radiocarbon is a unique tracer
which has been applied in a wide range of disciplines including marine sciences. '“C is a useful tool
for studying the ocean carbon cycle, oceanic transport, water mass circulation, and mixing processes
(e.g. Ostlund and Stuiver 1980; Stuiver et al. 1983; Ostlund et al. 1987; Bard et al. 1989; Ostlund
and Rooth 1990; Broecker et al. 1998; Lawson et al. 2000; Povinec et al. 2000; Aramaki et al. 2001;
Key et al. 2002, etc.).

The 2 approaches for *C determination are conventional radiometrics B-counting and accelerator
mass spectrometry (AMS) techniques. In the first method, CO, is generated from the sample,
purified or converted to a hydrocarbon gas, and then analyzed by a gas proportional counter (e.g.
Povinec 1992; Povinec 1994; Gorczyca et al. 1998, etc.). Alternatively, carbon dioxide can be
converted to benzene, which is analyzed by liquid scintillation counting (e.g. Calf 1978; Burchuladze
et al. 1980, etc.). Although the 2 methods have been intensively used, they have proved to be limited
when dealing with small sample sizes and low 14C levels, like, for example, in dissolved inorganic
carbon (DIC) measurements in seawater for high-resolution A!4C profiling of the water column. As
14C has a very low natural abundance and a slow decay rate, either a very long counting time is
necessary or very large quantities of samples are required for good precision measurements. For
example, when measuring DIC in seawater, large volumes of the order of 250-300 L are required
(Bhushan et al. 1994). In polar regions, which are key areas for deep-water circulation studies, or
when deep-water samples are needed for specific analyses, it is very difficult and time consuming
to collect large-volume samples. A typical chemical procedure involves precipitation as Na,CO; or
BaCOs;, usually done on shipboard immediately after sampling. In the home laboratory, CO, is
generated and counted in a gas proportional counter, or acetylene is produced and benzene is
obtained by cyclotrimerization of acetylene before liquid scintillation counting (e.g. Calf 1978;
Burchuladze et al. 1980; Bhushan et al. 1994, etc.).

!nternational Atomic Energy Agency, Marine Environment Laboratory, MC 98000 Monaco.
2Corresponding author. Email address: p.povinec@iaea.org.
3NSF Arizona AMS Facility, The University of Arizona, Tucson, Arizona 85721, USA.
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An alternative approach to decay counting is to measure the number of '“C atoms in a sample, more
precisely, the ratio of 1*C atoms to the stable carbon isotope atoms by AMS. With a state-of-the-art
AMS technique, a sub-mg level of graphite suffices; consequently, a volume of 500 mL is enough
for processing seawater samples. The major steps involved are CO, extraction and reduction. For
seawater, the extraction is performed by first hydrolyzing the seawater and then stripping CO, either
by bubbling with a carrier gas (e.g. Ostlund et al. 1987) or by vacuum extraction (e.g. Dorr and
Munnich 1980; Nydal et al. 1992; McNichol et al. 1994). For marine biota, the sample is either
combusted with an oxidant at 900 °C, or, if in the form of a calcareous solid like a shell or coral,
the sample can be wet-digested with phosphoric acid. The reduction to filamentous graphite is
carried out using H, in the presence of Fe metal activated by O, (e.g. Vogel et al. 1984). However,
an elaborate installation is required involving a heater and a water trap to eliminate the H,O by-
product which kills reduction. Zn has also been used as a reducing agent in the presence of a metal
catalyst such as Fe (Jull et al. 1987). Here, the reaction usually lasts several hours. The graphite is
then pressed as a target for AMS measurements.

To carry out '“C assessment of small volume marine samples, a vacuum sample preparation line was
constructed at the International Atomic Energy Agency’s Marine Environment Laboratory (IAEA-
MEL) in Monaco, and methods were developed to produce graphite targets for marine environmen-
tal studies. The adopted procedures are briefly described in the present paper.

METHODS

Seawater samples were collected in precleaned (rinsed several times with hexane and dried over-
night in an oven at 100 °C), preweighed 500-mL borosilicate glass bottles and poisoned immedi-
ately with HgCl, (McNichol and Jones 1992). To minimize contamination, CO, was stripped in the
bottles in which the seawater was collected. Biota samples were frozen before being lyophilized and
ground into a fine homogeneous powder.

Extraction of CO,

Seawater

In a glove box under a high-purity N, atmosphere, a stripping probe was inserted into the sample bot-
tle and a glassware assembly was set up which was connected to the preparation line (Figure 1). Then
a vacuum was generated up to the glassware assembly’s valves. Standard water traps at —80 °C, a
slurry of ethanol and dry ice, and a liquid N, bath were installed before the seawater was hydrolyzed
with 5 mL of concentrated HCI. High-purity carrier N, gas was injected into the line until a pressure
of 0.1 MPa was reached. Immediately, the appropriate valves were opened to create a circulation
loop, and a bellows pump (Iwaki® BA-110 SN) was switched on, forcing the carrier gas through the
fritted end of the probe. The seawater sample is thus sparged along by the N, gas carrying CO, to be
trapped. This stripping process was completed in 10 min. The carrier and other non-condensable gas
was then purged out. While the trapped CO, was allowed to thaw, the liquid N, bath was replaced
by a water bath cooled to —80 °C. After equilibrium was reached, the CO, was cryogenically trans-
ferred to the calibrated volume section to which a high-precision pressure transducer was connected.
The measured pressure was used to calculate the concentration of the extracted CO,. The calibrated
volume section was also used to collect precisely known amounts of CO, for graphite synthesis and
measurement of 13C.
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Biota

Fifty mg of freeze-dried marine biota sample was thoroughly mixed with 1000 mg of Cu(II)O and
combusted under vacuum at 900 °C in a 9-mm Vycor® tube connected to the processing line. For
samples of suspected higher activity, the mixture was flame-sealed in the tube before combustion in
a separate oven to avoid contaminating the line. The CO, was purified by passing the produced gas
through pure Ag wool, water traps cooled at —80 °C, and a column of packed Cu granules at 450 °C.
An aliquot of the pure CO, of precisely known volume was reduced to graphite while a second frac-
tion was used for §!3C determination.

When dealing with solid samples like shells and corals, small pieces of the material are introduced
into one of the arms of the extraction glassware apparatus for solid samples depicted in Figure 1b.
Five mL of H;PO, was carefully introduced into the side arm before connecting the apparatus to the
line and generating a vacuum. The extraction apparatus was then isolated from the processing line
by means of 2 valves, enabling its disconnection from the line. No leakage was observed during this
manipulation. The acid was gently tipped over the solid sample, thus liberating CO,. For complete
dissolution, gentle heating was sometimes necessary. After total digestion, the extraction apparatus
was again connected to the line and the CO, was purified as previously described before graphite
synthesis and 8'3C measurement.

Reduction of CO,

The reduction was carried out with Zn in the presence of dendritic Fe (200 mesh) (Slota et al. 1987).
Both chemicals were carefully weighed and introduced into 6-mm-diameter Vycor tubes. They were
then connected to the graphite apparatus, together with a tube filled with purified (using liquid nitro-
gen and dry ice traps) CO, extracted from a sample, as shown in Figure lc. The air above was care-
fully pumped out and the CO, transferred cryogenically to the reactor. The Zn tube was then heated
to 450 °C, which pre-reduced CO, to CO. After 1 hr, the Fe was heated to 550 °C and graphite was
produced and deposited onto the Fe. The pressure was constantly monitored until the reaction was
completed, which usually takes between 8 to 10 hr, by means of a transducer connected to a com-
puter via a data acquisition system. The product was then weighed very carefully. The graphite yield
was calculated both gravimetrically and manometrically from pressure readings.

For a 6-mm-diameter tube, 2 mg of carbon was found to be the appropriate amount for synthesis.
The mass of Fe used, enabling to reach an acceptable ionic current in the AMS source, was twice the
amount of carbon that needed to be reduced. For complete reduction, the pressure should drop to
zero, meaning all gaseous CO, and CO has been reduced to solid graphite. The reactions occurring
within the reactor are the following:

450 °C
CO, + Zn —> CO + ZnO

550 °C
2CO —> CO? + C (graphite).

Figure 2 shows the variation of pressure with time. Curve 2 shows successful synthesis with a yield
of about 98%. Curve 1 shows a synthesis with a yield of about 95%, as the curve did not return to a
zero pressure state, probably because of the presence of water vapors in the system. Curves 3 and 4
are examples where no synthesis took place at all. The constant increase in pressure with time in
curve 4 is an indication of a leakage in the graphite apparatus (probably due to a damaged O-ring).
In reaction 5, the synthesis seemed to end prematurely at point A, which would have resulted in a
poor graphite yield and probable isotopic fractionation. However, on removing the tube furnace, a
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yellow deposit was noticed on the Zn surface. It was concluded that it was sulphur, obtained by the
reduction of co-extracted SO,, which was hindering the graphite synthesis. By gently tapping the Zn
tube with a spatula and re-setting the furnaces, the reaction continued to completion as depicted.
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0.0 —
0

Time (hours)

Figure 2 Variation of pressure during the graphite synthesis

RESULTS AND DISCUSSION

To verify that the CO, extraction procedure from water samples was quantitative, known amounts
of Na,COj; standards, which were dried overnight at 200 °C in an oven, were dissolved in degassed
Milli-Q® water. As soon as the dissolution was complete, the solution was processed. The mean
recovery yield for 5 extractions was 95 + 5%. Similarly, to check the performance of the wet-diges-
tion procedure, exactly known amounts of solid Na,CO; were hydrolyzed with H;PO, using the
extraction apparatus for solid samples as described above. The mean recovery was 97 + 3% for 5
extractions.

The combustion procedure was tested by burning 50 mg of the National Institute of Standards and
Technology’s (Gaithersburg, USA) oxalic-acid standard reference material (HOxII, NIST SRM
4990C) with an excess of Cu(II)O. The compounds were thoroughly mixed in a 9-mm-diameter
Vycor tube and combusted at 900 °C under vacuum. Aliquots of 4 mL (STP) of pure CO, were taken
for the measurement of '3C. In addition, other aliquots of CO, were reduced to graphite. These were
then strongly heated with a torch, so that the graphite would oxidize back to CO,. New 8'3C values
were again measured and they agreed with the initial 13C values, proving the validity of the proce-
dure. All stable isotope analyses were within 0.3%o. The reproducibility of '*C measurements on the
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NIST standard reference material was better than 15%o. All graphite samples discussed in this paper
were analyzed by the AMS facility of the University of Arizona.

Finally, several replicate samples of seawater were collected in the Mediterranean near the port
of Monaco, and processed according to the performance check tests described above. The mean
concentration of CO, extracted was 2.64 £ 0.18 mmol kg~!. The §!3C values ranged from —0.80
to —1.18%o and A'“C values were in the interval of 70-80%o. For testing purposes, seawater sam-
ples collected at Station 1 (34°59'N, 145°59'E) of the IAEA 1997 Pacific Ocean expedition were
also processed according to the developed procedure. The A'4C profile is shown in Figure 3 and
corroborates well with results published by Aramaki et al. (2001).

AC (%)
-300 -200 -100 0 100 200

0 1 1 1 ]
i

1000

L
ki
\

/
— L
£ 2000 8|
i
@)

!

]

2

3000

Depth

4000

5000

— -A— this work
~~~~~~ O~ Aramaki et al. 2001

Figure 3 A!4C (%o) profile for Station 1 of the IAEA 1997 Pacific Ocean expedition (this work and Aramaki
etal. 2001).

Analyses of marine biota samples (plankton, fish, and corals) have been carried out for carbon flux
studies and investigations of transport and exchange processes between seawater and marine biota.
The obtained results will be published in a separate paper.

CONCLUSIONS

Development of the '“C line at the IAEA’s Marine Environment Laboratory in Monaco and the
sample processing procedures have proved to be successful, giving results comparable to published
values. For routine water analyses, a rigorous internal verification procedure has been implemented
and is carried out on a continuous basis. Each set of samples is processed together with Na,CO;
standards and another seawater sample of known concentration (a water sample collected off the
port of Monaco,) which is used as an internal reference material. Measurements of “C in seawater
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and marine biota such as plankton will continue to be carried out for investigations of processes in
the water column, climate change and carbon flux studies, and investigations of transport and
exchange processes between seawater and marine biota.
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DEVELOPMENT OF A COMBUSTION SYSTEM FOR LIQUID OR GAS SAMPLES

JH Parke C S Lee!
Department of Physics, Chung-Ang University, Seoul 156-756, South Korea.

ABSTRACT. While it is customary to use solid samples for measuring the “C/'2C ratio, it is sometimes necessary to handle
liquid or gas samples. Motivated by a scientific purpose to count radiocarbon yields in deuterated acetone irradiated with
energetic neutrons, we developed a new combustion system to treat liquid or gas samples. In contrast with the typical com-
bustion system using CuO for solid samples, the new combustion system uses high-purity O, (99.999%) gas. As an initial
investigation, we combusted deuterated acetone (acetone-dg, certified 100.0 atm % D) to make CO, under the ambient O,
pressure. The resulting CO, gas then went through the reduction process to form graphite for further accelerator mass spec-
trometry (AMS) measurement.

INTRODUCTION

In March 2002, Taleyarkhan et al. reported an interesting result in cavitation experiments using
deuterated acetone (acetone-dg, certified 100.0 atm % D) bombarded by 14-MeV neutrons: that
trittum P-decay activity above background levels was detected and 2.5-MeV neutrons were also
observed as would be expected for deuterium-deuterium (DD) fusion (Taleyarkhan et al. 2002).
However, in a subsequent experiment using the same cavitation apparatus, Shapira et al. (2002)
found no evidence for 2.5-MeV neutron emission correlated with sonoluminescence (SL), in which
light is emitted from collapsing bubbles in a liquid subjected to an acoustic field.

Reproducibility of the claimed tritium activity will also be necessary to verify whether tritium (-
decay activity was produced via DD-fusion or any other means. It is also noteworthy in the usual
liquid scintillation (LS) detection that B-rays emitted from radiocarbon with the end-point energy of
156 keV might be piled on the B-ray spectrum for tritium with the end-point energy of 18 keV if the
2 B-decaying nuclides were simultaneously produced via neutron capture.

As an initial step toward investigating the possibility and verification of the claimed DD-fusion in
cavitation experiments using d-acetone, we apply the accelerator mass spectrometry (AMS) tech-
nique to directly count '“C atoms produced by the *C(n,y)!“C reaction after d-acetone is irradiated
by energetic neutrons. But a combustion system to treat liquid acetone for the AMS measurement
needs to be developed by taking into account the volatility of acetone, since solids are the main type
of sample in AMS measurement.

In this article, we report a new combustion system in sample treatment to convert liquid or gas to
CO,. The new combustion system uses high-purity O, (99.999%) gas to combust liquid or gas
samples. Since O, gas reacts violently with liquid or gas samples, for safety reasons, we made the
pressure of both the O, gas and sample low and performed the combustion reaction. After the CO,
gas was made for a further reduction procedure (Lee et al. 2000; Vogel et al. 1987) and
measurement, we used the AMS facility at Seoul National University (Kim et al. 2000).
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DEVELOPMENT OF A COMBUSTION SYSTEM FOR LIQUID OR GAS SAMPLES

Conventional Combustion Method

The combustion procedure allows one to convert the carbons of a sample to CO, gas. Figure 1 shows
the vacuum line of the conventional combustion system to treat solid samples, which recovers the
CO, gas after combustion (Lee et al. 2000). Chemically pretreated samples of 5-6 mg and Ag wires
(each about 2 cm long and 0.2 mm thick) are inserted in a Vycor® tube, 5 ¢cm in length and 6 mm in
outer diameter. The Vycor tube and 1 g of CuO power are inserted in a vacuum-sealed quartz tube.
The sealed tube was placed in a muffle furnace and combusted at a temperature of 850 °C for 2 hr.
The Ag wire and CuO are baked at 850 °C and 550 °C, respectively, for 2 hr before being introduced
into the combustion tube in order to release any absorbed contaminants from the ambient atmo-
sphere. After combustion, the quartz tube is inserted in flexible bellows, followed by pumping of the
vacuum line, then breaking of the tube to collect CO,. The released CO, gas is separated from H,O
by using dry ice/alcohol traps and cryogenically transported to the storage chamber for the further
graphitization.

Full range Guage

Rotary Pump

Combust
jon tube

':“DU]]":‘Z':‘

Bourdon Guage

Baratron Guage

Dry ice / Alcohol

Trap C0 Storage

N2 Trap

Figure 1 Schematic diagram of the conventional combustion system (Lee et al. 2000)

New Combustion System for Liquid or Gas Samples

A photograph of our combustion system for liquid or gas samples is shown in Figure 2 and its
schematic diagram is given in Figure 3. Liquid samples of approximately 30—40 pL are measured
using a 100-puL syringe, ensuring air is removed. The same apparatus can also be used for a gas
sample by adding the gas storage chamber and a connection to the injection port. The reaction
chamber consists of a quartz (or stainless steel) tube 17 cm in length and 1/2” outer diameter, and a
Bourdon gauge with a range of 0—5 atm. High-purity oxygen (99.999%) is added into the system via
the O, injection port.

We tested the combustion system using deuterated acetone (acetone-dg, certified 100.0 atm % D).
The combustion system was evacuated, then high-purity oxygen (99.999%) (600 torr) was injected
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Figure 2 Photograph of the present combustion system for liquid and gas samples

Bourdon gauge

Bourdon gauge
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Rubber cap
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Rotary pump

Figure 3 Schematic diagram of the present combustion line for liquid and gas samples
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into the reaction chamber. The sample (10 pL) was injected via the rubber septum using a syringe.
The d-acetone and oxygen were transferred to the reaction tube cryogenically, leaving 0.2 atm of O,
in the injection area. The furnace was heated to 800 °C to heat the reaction tube. A flash of light
occurs when the combustion reaction takes place. If the pressure inside the reaction chamber
(quartz) is greater than 1.5 atm, it is possible that the reaction will break the reaction tube. Thus, we
made the pressure inside the reaction chamber 1.5 atm and raised the furnace. After several seconds,
a bright flash of light occurs and the reaction tube (quartz) breaks. To ensure safety, an acryl plate
needs to be set in front of the reaction chamber and furnace, and the total pressure of the reaction
chamber needs to be maintained around 1 atm. After 5-10 min, the furnace is lowered and the
reaction chamber is allowed to cool. The reaction products are CO,, O,, H,0O, and CO. CO, is
separated using dry ice/alcohol traps and a liquid nitrogen trap and transferred cryogenically to the
storage chamber. The chamber has an approximate volume of 10 mL and the yield of carbon is then
calculated from the measured pressure (typically around 0.13 atm).

RESULTS AND CONCLUSION

Three deuterated acetone samples from the same sample with a volume of 1 mL were drawn to test
the various combustion methods. Using our combustion system developed for liquid or gas samples,
we made CO, from the 3 deuterated acetone samples, followed by graphitization using a reduction
system (Lee et al. 2000) housed at the AMS facility at Seoul National University (Kim et al. 2000).
The “C/12C ratios were measured at the AMS facility. Results of the measurement and the condi-
tions of sample treatment are summarized in Tables 1 and 2.

Table 1 Conditions of sample treatment.

Pressure of the reaction chamber (atm)

Pressure of Content of

ID Used acetone Type of produced CO, carbon in CO,
nr volume (uL) reaction tube Before reaction After reaction (umol) (mg)

3 15 Quartz 1.4 1.5 95 1.1

4 11 Quartz 0.8 0.7 47 0.6

5 11 Stainless steel 1.25 0.7 65 0.8

Table 2 Results of the AMS measurement.

ID Sample Type of dC

nr code reaction tube (%0, PDB)  pMC

3 SNU 03-367  Quartz -34.1 0.6+£0.1
4 SNU 03-368  Quartz -43.8 26+£04
5 SNU 03-369  Stainless steel  —27.4 0.8+0.1

From Table 2, one can see that the “C/!2C ratio of #4 is higher than those of #3 and #5 and the §'3C
of #4 is also lower than those of the others. Since we used deuterated acetone samples from the same
sample but found that the 1*C/!2C ratio and the 8'3C of #4 is different from the others, we conclude
that #4 might be slightly contaminated. Because the content of carbon which produced the CO, of
#4 is smaller, if #4 is contaminated, the '4C/2C ratios and 8'3C of #4 can change easily. However,
in an effort to increase the content of carbon by raising the pressure of the reaction chamber higher
than 1.5 atm, the quartz reaction tube cracked. Therefore, the pressure of the reaction chamber
should be maintained at 1-1.5 atm.
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The stainless steel reaction tube (for example, #5) may be more resistant to breaking, but it can intro-
duce unwanted combustion of oxygen with the iron and carbon of stainless steel. As seen in Table 1,
while the pressure of the reaction chamber for #3 and #4 after combustion is similar to that of the
reaction chamber before combustion, the pressure of the reaction chamber for #5 after combustion
is much lower than that of the reaction chamber before combustion. The authors believe that this
phenomenon is mainly due to the combustion of oxygen with the iron of the tube. Since the resulting
14C/12C ratio of #5 (in Table 2) is low and similar to that of #3, it could indicate that #5 is not con-
taminated. However, the possibility of an additional combustion of oxygen with carbon contained in
the stainless steel cannot be ruled out.

It is recommended that the length of the quartz reaction tube is increased to 20—25 cm in order to
treat a larger quantity of the sample, which will allow a lower pressure and make the experiment
safer. Furthermore, the possibility of contamination and the unwanted combustion of oxygen with
the iron and carbon that are contained in stainless steel can be avoided. Regarding the deuterated
acetone with energetic neutrons, we recently conducted a neutron irradiation experiment by using
fast neutrons produced in the Be(p,n)°B induced by 20-MeV protons. Neutrons measured with the
time-of-flight technique (Kim et al. 1998) were shown to be in the energy range of 6—18 MeV, with
the flux intensity maximum near 14 MeV. The irradiated deuterated acetone samples were com-
busted using the same combustion system developed for liquid or gas samples. AMS measurement
of the 14C/!2C ratios for the samples is underway at the AMS facility of Seoul National University.
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A PRETREATMENT PROCEDURE FOR THE AMS RADIOCARBON DATING OF
SUB-FOSSIL INSECT REMAINS

J A Tripp « TF G Higham! « R E M Hedges
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6 Keble Road, Oxford OX1 3QJ, England.

ABSTRACT. Two pretreatment methods for accelerator mass spectrometry (AMS) dating of insect remains were explored.
One method involves a simple acid wash that removes carbonate, while the other is based on the industrial purification of
chitin and results in isolation of polymeric chitosan. No contamination is observed from Maillard reactions during the
deacetylation reaction used to isolate the chitosan. The methods were tested on Coleoptera samples from two Roman Britain
sites. Our results demonstrate that both methods produce acceptable AMS dates that correspond well to the expected age of
the deposits from which they came.

INTRODUCTION

Remains of insects are often found in an archaeological context and because many of them are tem-
perature-sensitive organisms, they have been used as temperature and climate proxies in environ-
mental studies (Robinson 2001). Accelerator mass spectrometry (AMS) radiocarbon dating is the
most common method utilized to provide the chronological framework for these studies; however,
it is typically associated with organic remains from peat or swamp material that are used for dating,
not the insects themselves. This is often due to difficulty in obtaining pure material for dating.

For single-compound '“C dating, the best candidate from insects is chitin or a derivative. Chitin
(Figure 1) is a polymer composed of repeating N-acetyl-D-glucosamine units that is a major struc-
tural component of insect exoskeletons. In insects, chitin is bundled into microfibrils that are periph-
erally bound to proteins and arranged in a carbonate matrix to form the exoskeleton (Neville 1975).
After death, the chitin-protein complex can undergo depolymerization or various condensation reac-
tions with substances from the soil, resulting in numerous compounds, including humics, that may
or may not be indigenous to or of the same age as the insects. While chitin is more resistant to diage-
netic degradation when it is complexed to proteins, there is often significant chitin degradation even
in cuticles that appear well-preserved (Stankiewicz et al. 1998). However, preservation of insect
chitin under certain conditions in specimens as old as 25 million yr has been reported (Stankiewicz
et al. 1997).

Figure 1 Structure of chitin

Certain limitations and requirements must be considered when developing a '4C pretreatment pro-
cedure. Consistent, high recovery of pure material, with some way to assess the purity, is necessary.
The procedure should not be too time-intensive and should use current protocols and techniques
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where possible. In addition, isotope fractionation must be minimized. Previous work in our labora-
tory towards a pretreatment procedure for insects involved isolation of D-glucosamine from hydro-
lyzed chitin using ion-exchange chromatography, but this method identified serious problems of low
recovery and incomplete purification (Hodgins et al. 2001). In addition, a significant and relatively
consistent offset between AMS dates of insect remains and surrounding organic material was
observed, and has also been reported by others (Elias and Toolin 1990; Elias et al. 1991; Walker et
al. 2001). Possible explanations for this offset are different ecological and feeding adaptation of the
insects, perhaps resulting in the uptake of differently aged 4C, or insufficient purification of the iso-
lated chitin.

In this paper, we report a study comparing two purification methods. The first is a simple acid treat-
ment to remove carbonate (Method A), while the other involves a harsher reaction to remove the
protein component and isolate only the chitin polymer (Method B). This second method is based on
the industrial purification of chitin (Roberts 1992) and involves the deacetylation, with concurrent
deproteinization, of insect exoskeletons, followed by isolation of chitosan (deacetylated chitin) by a
dissolution-precipitation procedure. The procedures were tested on Colepotera remains from two
Roman-period sites in Britain.

EXPERIMENTAL SECTION
Materials and Methods

Commercial chitin, isolated from crab shells, was obtained from Aldrich. Water was purified using
a Millipore Milli-Q system. All other solvents and reagents were purchased from Fisher Scientific.
Coloeoptera remains were obtained by Dr Mark Robinson of the Natural History Museum at Oxford
from the sites of Priors Gate and Godmanchester in Cambridgeshire, UK. Elemental and mass spec-
trometric analyses were undertaken using a Europa ANCA Roboprep CHN analyzer interfaced to a
Europa 20/20 MS operating in continuous-flow mode. Graphite was prepared by reduction of CO,
over an iron catalyst in an excess H, atmosphere at 560 °C prior to AMS '“C measurement (Bronk
Ramsey and Hedges 1999; Bronk Ramsey et al. 2000). Samples of insect chitin <1.6 mg C in size
were AMS dated as directly-injected CO, using the ORAU gas ion source. §!3C values in this paper
are reported with reference to VPDB and 8'°N results are reported with reference to AIR (Coplen
1994).

Deacetylation of Commercial Chitin

Chitin (1.6 g) was suspended in 50 mL of 50% NaOH and heated to 120 °C for 1 hr. The reaction
was filtered and the solid resuspended in purified water. Next, the 6M HCI was added to make the
solution weakly acidic (about pH 3) so that the solid dissolved. The solution was again filtered to
remove any residual solids, and 6 M HCI added to the filtrate to make the solution strongly acidic
(pH < 1). A white solid (chitosan*HCI) precipitated from the solution. This was filtered, rinsed,
dried, and analyzed.

Maillard Reactions with Chitin and D-Glucosamine

One-hundred g of chitin or D-glucosamine was mixed with 100 mg of glycine (when used) and
10 mL of either water or 50% NaOH. The reactions were heated at 120 °C for 1 hr. The neutral reac-
tions were washed several times with water. Those with NaOH were filtered and acidified with HCI
as described above. All samples were freeze-dried prior to analysis.
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Preparation of Coleoptera Remains for 1“C Dating (Method A)

The insect remains (elytra, pronotum, head capsules, and legs) were picked out of suspension under
a microscope, and rinsed with acetone, methylene chloride, and acetone again, and dried under vac-
uum for 5 hr. The insect pieces were submerged in 0.5 M HCI for 3 days. They were then filtered,
rinsed, and lyophilized.

Preparation of Coleoptera Remains for 1“C Dating (Method B)

The insect remains were treated as in Method A, but following removal of the acid, they were heated
in 5 mL 50% NaOH for 30 min. The resulting product was filtered and the solids resuspended in
water. The resulting solution was made weakly acidic by addition of 6 M HCI, filtered to remove
residual solids, and then made strongly acidic by further addition of 6 M HCI. The resulting solids
were captured in pre-combusted glass-fiber filters, lyophilized, and analyzed.

Preparation of Seeds for 1“C Dating

Carbonized and waterlogged woody seeds were prepared using the acid-base-acid (A-B-A) method
(Hedges et al. 1989) to remove carbonates, fulvics, and humics, then rinsed and dried.

RESULTS AND DISCUSSION

Deacetylation of Chitin

In order to test the parameters for the deacetylation reaction in Method B, experiments were first
performed on commercial chitin. Deacetylation (Scheme 1) results in a loss of two carbons from
each residue, and thus, the C/N ratio can be used to estimate the degree of deacetylation. A com-
pletely acetylated chitin chain will have a C/N of 8, while completely deacetylated chitin (chitosan)
will have a C/N of 6. Using the C/N ratio instead of the absolute values for % N and % C eliminates
the effects of residual moisture in this determination (Roberts 1992). A C/N less than 6 suggests the
presence of proteins, which usually have C/N between 2 and 6. Proteins present in insect samples
may be either indigenous or contaminating, and thus, their removal is important.

HO o . o NaOH HO o
o N — ©
L e NH
HO 7/
o

HO

Scheme 1 Deacetylation of chitin

After deacetylation, the resulting chitosan polymer is soluble in weak acid, but will precipitate out
of solution when strong acid is added due to the presence of multiple charges along the length of the
polymer. It should be noted that the carbohydrate polymers are stable to even strong base, while sim-
ilar conditions will result in cleavage of the amide backbone in proteins.

One necessary consideration for the deprotection reaction is the Maillard reaction, a condensation
reaction that occurs between carbohydrates and amino acids that is responsible for a number of
effects including the browning of cooked meat (Fayle and Gerrard 2002). The occurrence of Maillard
reactions during the deprotection reaction may lead to covalent attachment of non-native and differ-
ently-aged proteins or amino acids onto the chitin. The mechanism of the initial steps of the reaction



150 J A Tripp et al.

is shown in Scheme 2 using D-glucosamine as the substrate. The first step is a nucleophilic attack of
the amine group of an amino acid on the anomeric carbon of the glycoside. This step can only occur
on the linear form of the glycoside (2), and since polymerization requires the hemiacetal form (1), it
suggests that if the chain integrity is preserved, no Maillard reaction will be observed. The inital
product condenses to a Schiff base (4) and rearranges to form the Amadori product (6), which can
then undergo numerous other reactive steps to produce a variety of highly colored products.
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Scheme 2 First steps of Maillard reaction mechanism

We ran a series of experiments in which D-glucosamine and chitin were reacted under conditions
I-1V listed below.

I. water

11. 50% NaOH

I11. water + glycine

IV. 50% NaOH + glycine.

The products of the Maillard reaction are highly colored, so this color change, as well as C/N ratios
of the resulting polymeric products can be used to determine if the reactions occurred or not. Ele-
mental analysis was not undertaken on the D-glucosamine solutions because a range of compounds
was formed, thwarting our attempts to isolate specific species for analysis.

As expected, all solutions containing D-glucosamine turned dark brown upon heating. The presence
of base appeared to accelerate the reaction, as solutions II and IV changed color faster and became
darker brown than reactions I and III. Even solutions that did not contain glycine (I and II) darkened
significantly, probably due to a related reaction involving nucleophilic attack of the amino group of
one D-glucosamine on another molecule using the same mechanism as shown in Scheme 2.

In contrast, the solutions containing chitin did not change color and showed little evidence of Mail-
lard products. Results are shown in Table 1. C/N ratios and stable isotope measurements show very
little contamination of polymeric chitin from glycine which has significantly different values. This
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suggests that Maillard reactions of the chitin are unlikely to occur during the deacetylation reaction
even with the presence of proteins and amino acids. In addition, the chitin chain does not appear to
depolymerize under the reaction conditions.

Table 1 Elemental and isotopic results from Maillard reactions with chitin.

Conditions? C/N (o)P 813C, %o (o) 8N, %o (o)
I 841(0.11)  —2301(0.19)  —-1.96(0.17)
I 780 (030)  -2252(028)  —2.34(0.14)
1 828 (0.05)  -23.04(0.14)  -1.91(031)
v 723(032)  —2252(042)  —2.17(0.39)
glycine® 2.04(0.01)  -37.11(0.01) 13.33 (0.03)

aAll reactions were heated at 120 °C for 1 hr. Conditions: I-water; 1I-50% NaOH; III-water +
gly; TV-50% NaOH + gly.

bn=6 for reactions I — IV, n=3 for glycine.

¢Data are given for the glycine used in reactions III and IV.

14C Dating of Coleoptera

Coleoptera remains were obtained from wells at two Roman-era settlement sites in Cambridgeshire,
England. The Priors Gate settlement is at the site of present-day Eaton Socon. A full analysis of the
insect remains suggested that the area around the settlement was an open grassland or meadow, with
trees growing in hedgerows and timber buildings (M Robinson, personal communication 2002).
Pottery found in context with the Coleoptera was stylistically dated to the late 1st to 3rd century AD
(Mepham and Loader 2001). The specimens were divided into 2 aliquots and treated with Methods
A and B as described above.

Recovery, stable isotope, and AMS results are shown in Table 2. Clearly, Method B results in the
loss of about 85% of the mass, but the increase in C/N indicates that much of the lost material may
be proteinaceous. The identical 8'3C values indicate no carbon fractionation using the procedure.
The uncalibrated AMS determinations for both procedures are indistinguishable within error and
correlate well with the date of the pottery found in context with the Coleoptera. Calibrated age
ranges (AD/BC) are shown in Figure 2 and these also demonstrate significant overlap.

Table 2 Elemental, isotopic, and AMS data for Coleoptera remains from Priors Gate. OxA-X-nnnn-
nn numbers are given to the insect determinations because of their non-routine/experimental pre-
treatment chemistry.

OxA Method®  Yield,% C/N  381B3C,% 6N, %0 !4C age (yr BP)
OxA-X-2020-21 A 100 5.6 -25.9 9.7 1851 +£23
OxA-X-2039-11 B 15 7.2 -25.6 4.5 1830 + 50

3A-acid wash, B—full isolation of polymeric chitin (see text for details).

Further AMS determinations were obtained on Coleoptera samples from the London Road excava-
tion of the Roman settlement at Godmanchester. Godmanchester was an active Roman settlement
from the late 1st century to the 4th century AD (Jones 2003), although later activity seems to have
been confined to inhumation cemeteries. It was a small settlement but had certain community build-
ings, including a forum and temples, suggesting that it may have functioned as a seat of local gov-
ernment. Evidence for farming wheat and for specialization of labor within the town (including ani-
mal husbandry and pottery production) was also found.
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Figure 2 Calibrated AMS dates obtained from Coleoptera from Priors Gate, Eaton Socon, Cambridgeshire,
treated by Methods A and B.

AMS determinations of Coleoptera (Geotrupes and Aphodius) treated with Method A were com-
pared with carbonized (Triticum spelta) and waterlogged (Malva sylvestris, Onopordum acanthium,
Fallopia convolvulus) seeds found with them. Results are shown in Table 3. The three AMS deter-
minations are statistically indistinguishable as a group [error weighted mean = 1716 + 19 BP
(T™=5.55; %%9.005=5.99)]. Calibrated date ranges are shown in Figure 3, and correspond to the settle-

ment era.
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Table 3 Elemental, isotope, and AMS data for Coleoptera remains and seeds from the
Godmanchester site.

OxA number Sample C/N  813C,%0 O8!5N, %0 !4C age (yr BP)
OxA-X-2040-22  Coleoptera 5.6 259 8.4 1764 + 29
12418 Waterlogged seeds 29.9 -26.5 7.7 1690 + 32
12417 Carbonized seeds 18.0 -23.2 6.5 1650 £ 45
Atmospheric data from §tuiver et al. (1998); Ox‘Cal v3.6 Bronk RamseY (2000); cub r:4 sd:12 prob usp[chron]
OXA-X-2040-22 1764:20BP- — MM Al _
OxA-12417 1650+45BP 7 ———

OxA-12418 169613 2Bl)74%‘% |

200CalBC CalBC/CalAD 200CalAD 400CalAD 600CalAD 800CalAD

Calibrated date

Figure 3 Calibration plots of AMS dates on beetles (OxA-X-2040-22) and carbonized (OxA-12417) and water-
logged (OxA-12418) seeds from Godmanchester, Cambridgeshire.

CONCLUSION

Our results suggest that a simple pretreatment method involving washing with organic solvents and
treating the samples with acid is sufficient to yield accurate AMS dates in line with archaeological
expectation. This method is simple and utilizes existing laboratory protocols. Future work will
involve verification of this procedure using samples from other locations and of other ages.

Isolation of polymeric chitin is also a suitable technique, and appears to lead to '“C determinations
of the same age as insects purified using the simple acid wash. While this method does not result in
pure isolated chitin, as seen by the C/N ratios, it is a quick and simple way of purifying insect
remains for AMS dating. The substance obtained is partially deacetylated chitin with little associ-
ated protein. Experiments suggest that the chain integrity is preserved during the reactions, and no
external protein contamination via a Maillard mechanism was observed. The yield of this procedure
will need to be improved before it can be used routinely, but it holds promise as a purification
method for the most contaminated samples.
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IMPROVEMENTS TO THE PRETREATMENT OF BONE AT OXFORD

Christopher Bronk Ramsey! « Thomas Higham « Angela Bowles « Robert Hedges
Oxford Radiocarbon Accelerator Unit, University of Oxford, United Kingdom.

ABSTRACT. Bone is one of the most widely used materials for dating archaeological activity. It is also relatively difficult
to pretreat effectively and new methods are an area of active research. The purpose of the chemical pretreatment of bone is
to remove contaminants present from burial and to do so in a way which does not add any additional laboratory contaminant.
To some extent, these two aims must be balanced since, on the whole, the more complex the procedure and the more steps
included, the greater the chance for contamination. At the Oxford Radiocarbon Accelerator Unit (ORAU), the method used
is a continuous-flow or manual acid/base/acid (ABA) treatment followed by gelatinization and ultrafiltration (based on
Brown et al. [1988]; documented in Bronk Ramsey et al. [2000]). We find this overall method is very effective at removing
more recent contamination in old bones. However, two aspects of the method have recently been improved and are reported
here: the redesign of ORAU’s continuous flow pretreatment and a new protocol in our pretreatment ultrafiltration stage.

INTRODUCTION

Bone is one of the most complex sample materials routinely used in radiocarbon dating. The most
effective method of pretreatment for accelerator mass spectrometry (AMS) dating has been a subject
of continual research over more than 20 yr since the method was first used. For many samples, a
simple demineralization is effective at removing the most ubiquitous contaminants. An acid/base/
acid (ABA) treatment will also remove humic contaminants which can be significant in many
organic rich contexts. However, these treatments leave many organic molecules from the soil and
degraded protein fragments, making the sample susceptible to contamination.

Various further stages can be applied. Gelatinization (Law and Hedges 1989) concentrates the protein
components, and ultrafiltration (Brown et al. 1988) selects large molecular weight proteins which are
more likely to be from the original collagen present in the bone. In 2000, ORAU adopted the
ultrafiltration method after detailed consultation with existing users of the method. This method in
its original form was used for bone dates in the range OxA-9361 to -11851 and OxA-12214 to -12236.
Tests on deliberately contaminated material showed that the method was more effective at removing
contaminants, and results on known-age material were within expected limits.

The main elements of the current method are the following:

 Coarsely ground bone powder (about 0.5—-1 g) is loaded into a continuous-flow cell (Figure 1);

* An automated sequence of acid, base, acid is flowed through the cell over a period of 8 hr, rins-
ing with ultrapure (MilliQ™) water between each reagent (in some instances a manual version
of this procedure is carried out in a test tube);

* Crude collagen is gelatinized in pH3 solution at 75 °C for 20 hr;

* The gelatin solution is filtered using a 100 um polyethylene Eezi-filter™ and the insoluble res-
idues discarded;

* The filtered gelatin is then pipetted into an ultrafilter (Vivaspin™ 15 30kD MWCO) and centri-
fuged at 2500-3000 rpm until 0.5—-1 mL of the >30-kD gelatin fraction remains;

* This gelatin is freeze-dried and ready for combustion in a CHN analyzer.
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Figure 1 The continuous-flow system consists of an Ismatec IPC peristaltic pump,
Omnifit™ connectors and tubing, shaking platform, glass vessels for acid/base/water, and
glass flow cells. This enables semi-automated pretreatment of 20 samples of bone at once
(Law and Hedges [1989] described the earlier version of what we now use).

Late in 2002, we became aware that some bone samples were giving ages which were about
100-300 yr too old in context, and this included some bone of known age. This paper describes
the investigation of this problem and the means through which it was resolved.

PROBLEMS AND IMPROVEMENTS: ULTRAFILTRATION

Monitoring of the processing contamination has always been undertaken by the routine measure-
ment of background bone samples which are believed to be beyond the range of !*C. A summary of
these measurements is shown in Figure 2. The data show that when we correct our bone collagen
AMS measurements for known sources of contamination, there is no systematic effect with sample
size, though arguably with the very oldest samples, at the lower limits of sample size, we may be
underestimating our uncertainty. This is likely to be due to sample specific effects, but needs to be
borne in mind in interpreting such results. There is no systematic effect with sample size, though
there is slightly more variation than accounted for (about 0.1% average) and the results with yields
<5 mg collagen are notably more scattered (Figure 2).

Measurements on background material do not, however, test for the presence of old contaminants in
more recent samples and this was what we suspected in the case of the anomalous bone dates. We
investigated possible sources of such contamination both in the original samples and in the labora-
tory process. Since no such systematic effect had been observed prior to the introduction of the ultra-
filtration method, we suspected that the filters themselves might be responsible. The filters contain
a humectant (glycerol) coated onto the regenerated cellulose filter membrane of the ultrafilters. This
material is highly soluble in water and was expected to be of modern organic origin. The manufac-
turer’s instructions are to rinse this out by centrifuging twice with ultrapure water. We had adopted
the practice of centrifuging 3 times to ensure effective removal and monitoring the backgrounds as
shown in Figure 2.
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Figure 2 This figure shows a plot of “C concentration in relative percent modern as a function of collagen yield
for measurements on a set of bones expected to be beyond the range of '4C. Two methods have been used for these
measurements: acid/base/acid and gelatinization (AG) and the same method followed by ultrafiltration (AF). Raw
results are as measured on the AMS and corrected results include corrections for known sources of background. The
uncertainties are plotted at 2 ¢ and include estimates of quantified sources of background variation. Our normal cut-
off for reliable measurements is 6—8 mg depending on starting weight. The scatter in pMC results for collagen yields
<5 mg demonstrates the need for this acceptance threshold.

Because we suspected that the ultrafilters might be adding a fossil rather than an expected modern
contaminant, we extracted and dated some glycerol from the filters and obtained a date of
>35 ka BP. We devised a method for measuring the quantity of carbon remaining on the filters (most
relevant in this method since the >35 kD molecular weight material remaining above the filter is
pipetted off, lyophilized, and AMS dated) and in the eluent through the various phases of the ultra-
filter cleaning by concentrating the glycerol onto Chromasorb pellets and combusting in a CHN
analyzer. The results of these tests are shown in Figure 3 and were used to determine the most effec-
tive method of cleaning the ultrafilters prior to use. They show that the recommended method is
clearly not sufficient, and the methods we applied to clean the filters also failed to remove all of the
glycerol from the filters, despite its solubility in water. We found that 3 centrifuge rinses in ultrapure
water left between approximately 20-50 pg C, which could be retained above the filter along with
the retained collagen. We found that if the filters are ultrasonicated prior to centrifugation, however,
there was no measurable carbon remaining after the third centrifuge (Figure 3). The quantities of
carbon left above the filters using the initial cleaning method we implemented are of the right order
to explain the offsets we found (see below).

By ultrasonicating the filters in ultrapure water for 1 hr after the first 2 rinses, then, the glycerol is
much more effectively removed. Our method for the cleaning of the filters now comprises the
following:
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Figure 3 This figure shows the reduction in ultrafilter humectant during cleaning with centrifugation. In the cases marked
“after US,” the filters have been ultrasonicated in a large volume of ultrapure water for 1 hr prior to the third centrifuge
stage. In the bone pretreatment method, the eluent is discarded and the collagen above the filter is dated. The quantities
remaining on the filter (that would be mixed with collagen) have been estimated by rinsing the top of the filter with ultra-
pure water and then concentrating this and measuring in a CHN analyzer. The figure on the right shows that 3 cleaning cen-
trifuge rinses followed by the centrifuge of the collagen leaves about 20-50 pug C mixed with the collagen. When the filters
are ultrasonicated (diamonds and crossed symbols), there is no measurable carbon remaining after the third centrifuge.

* Two centrifuge rinses in ultrapure (MilliQ™) water;

+ Ultrasonication in a large volume of ultrapure water;

* One centrifuge in ultrapure water;

» A sample is taken from the top of the filter for carbon content analysis (one for each batch of fil-
ters cleaned);

» Two further centrifuges in ultrapure water.

We found that bones we redated using the new filter cleaning protocol evidenced lower C:N atomic
ratios, which we correlate with the removal of a carbon-rich contaminant (Figure 4). In all cases, the
original C:N ratios were well within acceptable limits (2.9-3.5 at ORAU) because the absolute pro-
portion of contamination is very small.
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Figure 4 C:N data before and after the introduction of the new cleanup method: There is a shift in C:N ratios which
occurs when original bone, dated using our ultrafiltration method, is redated using our new cleanup method for the ultra-
filters. Since the humectant used in the filters has no nitrogen, the higher C:Ns in the original AF series indicate the
humectant was not effectively removed.

CONTINUOUS-FLOW SYSTEM

The lower than expected yields were in some cases found to be linked to the use of the semi-auto-
mated continuous-flow system which is usually used, since the steady flow of fresh reagents is more
effective at removing contaminants present in the original sample. We think that the low yields were
occurring when the continuous-flow cells blocked (particularly likely in the case of fine bone pow-
der). In these instances, the bones were subjected to the base solution for longer than intended,
degrading the collagen.

We have now redesigned and constructed a new continuous-flow system. We installed an Ismatec™
IPC peristaltic pump and replaced the flowcells described in Law and Hedges (1989) with variable
length (50-100 mm) preparative chromatography borosilicate glass columns fitted with Omnifit™
PTFE endpieces, caps, and viton O-rings. We use 100-um PTFE frits at both ends of the glass col-
umns. We also replaced all tubing and connectors from the peristaltic pump to the glass columns and
to waste, with Tygon™ tubing and Omnifit™ Peek barbed adapters (Figure 1). The glass columns
sit on a shaking platform which reduces blockage and mixes reagents more effectively. This system
is much less prone to blocking and eliminates leaking from the flow cells.

RESULTS

One important means of testing the reliability of a method is to monitor process blanks as described
above. However, the most effective test is to make measurements on independently dated, known-
age material. In the case of bone, this is not straightforward, because dietary effects and reservoir
corrections account for offsets from the true age for some types of bone, particularly omnivorous
species. The bones we selected are a set of pig bones recovered from the wreck of Henry VIII’s flag-
ship, the Mary Rose, which sank in AD 1545. Known-age bones of this sort are usually well pre-
served since they are usually from historic periods. Mary Rose bones yield routinely 130-150 mg
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collagen/g, so in order to simulate low collagen yields, we have dated a series of samples using
lower starting weights than usual.

The results of measurements of the Mary Rose bones are shown in Figure 5. All were measured on
the new ORAU AMS, which began routine measurements in September 2002 (Bronk Ramsey et al.,
these proceedings). These show a very good level of agreement—certainly until the yields drop to
well below 10 mg. The subset of measurements analyzed using the new filter cleaning method
(denoted by AF/AF* new) shows that for collagen yields >7 mg (13 measurements), the average '“C
result is 321 = 6.5 BP, with a standard deviation of 29.9 yr and an average precision of 23.7 yr [this
just passes a y? test (I = 19.5; %21.09.05 = 21.0); the combined result also passes a y? test against
309 + 4.6 BP, the INTCAL98 value for AD 1545 (T'=2.27; %?}.9.05 = 3-84)]. None of the measure-
ments using the original ultrafiltration cleaning method have a yield of <25 mg collagen and, nota-
bly, all of these measurements are in agreement with the expected value.
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Figure 5 Results from pig bones found on the wreck of the Mary Rose (sank in AD 1545, so should be about 310 BP).
a) All dates measured on our new AMS are shown here. AG - denotes gelatin pretreatment; AF - denotes ultrafiltration,
old - with the old cleanup method and new - with the new cleanup of the ultrafilters. * - denotes solvent extraction. They
are virtually indistinguishable (sigma 31, average uncertainty 27).

b) The regression line of date versus reciprocal yield, with the intercept exactly in accord with the historical date. An
increase of age with reciprocal yield suggests the possible presence of low levels of an older contaminant unrelated to
bone sample size, although at a level that is not significant for the normal sample size range. The R? value is also low
(0.2458), so we cannot be sure of the significance of the sample size effect. See main text for discussion

A linear regression of the AMS determinations versus reciprocal yield (Figure 5) for the ultrafiltra-
tion method using the new cleaning protocol indicates a small residual effect equivalent to fossil car-
bon contamination at the 5-10 pg level. This would produce a '“C result too old by about 15-20 yr
for samples with a yield of <10 mg (this encompasses a very small proportion of bone samples
where the original sample is low in collagen content and poorly preserved due to post-depositional



Improvements to the Pretreatment of Bone at Oxford 161

burial conditions). It is not clear that this effect (constant amount of old carbon) is laboratory-
derived, although it may well not originate from the ultrafiltration method itself. Generally speak-
ing, the data show it to be reduced to an acceptable level for high-precision dating of bone with the
normally accepted range of yields, though a bias of about 10 yr cannot be ruled out. For very low-
yield bones, further research is needed before this method can be used in high-precision work.

Measurements of the Effectiveness of Ultrafiltration

Given that the ultrafiltration method involves a significant amount of technician time to ensure that
the filters are effectively cleaned, one might question whether it is strictly necessary for routine, reli-
able dating. We have some evidence which suggests that ultrafiltration is advantageous in some
instances and produces more accurate ages than less rigorous bone pretreatment methods. We
redated a series of samples which were originally pretreated using the gelatinization method without
ultrafiltration (ORAU code AG) and which gave anomalous '“C results within their archaeological
contexts. The ultrafiltered collagen samples produced AMS results in much closer agreement with
other determinations. We have also tested the effect of ultrafiltration on previously determined AG
pretreated samples by ultrafiltering and dating a sub-sample of collagen remaining from the original
pretreatment (Table 1). The results suggest strongly that the additional ultrafiltration pretreatment
does have a significant effect.

Table 1 Comparison of bone originally dated after simple gelatinization with new dates pretreated
using ultrafiltration of an aliquot of the original gelatin. The changes are significant. In one case, the
filtration seems to have removed a younger contaminant and in the other 3 cases has removed an
older contaminant. In the case of the samples from Ecsegfalva, the results are now in better agree-
ment with other dates from that site in related contexts and are in very good agreement with each
other. Note that these results are measured using the new ultrafiltration protocol, so we are confident
the differences are not because of added contaminant.

Original AMS result (gelatin,  New AMS result (ultrafiltered gelatin,

Site AG pretreatment code) AF pretreatment code)

German OxA-11964 23,990+ 180  OxA-12057 25,050 £+ 320
Upper-Paleolithic

Ecsegfalva OxA-9329 6950 + 45 OxA-X-2040-09 6780 + 45
Ecsegfalva OxA-9327 6870 + 50 OxA-X-2040-07 6787 + 37
Ecsegfalva OxA-9526 6915 £ 50 OxA-X-2040-08 6775 +£37

More evidence is provided when we consider AMS determinations we obtained on a series of mam-
moth bones, performed in an inter-laboratory comparison with a conventional '“C laboratory which
used a modified Longin pretreatment method (Table 2). This shows that, particularly for older dates,
the ultrafiltration method provides an improved removal of contaminants in the dated bones as evi-
denced by the older results. The implication of this is that, even for younger bones, if high levels of
precision are required, ultrafiltration enables us to make a more reliable measurement on the uncon-
taminated collagen. To put this in context, the average offsets shown in Table 2, if due to modern
contamination, would result in age offsets of about 1% (e.g. 40 '*C yr at 4000 BP) for samples less
than 1 half-life old. In many instances, particularly for recent, well-preserved bone, there is little
doubt that the contaminants present are probably sufficiently close in age to the original material
that even the simplest pretreatment methods will provide accurate '“C results.



162 C Bronk Ramsey et al.

Table 2 A comparison of ultrafiltered ORAU '“C determinations (original method) on mammoth
bone compared with those obtained at an anonymous conventional laboratory using a more standard
bone pretreatment method. The differences are in some cases greater than 1000 yr, far larger than
any offsets seen from addition of humectant, and in these cases the bones give high yields and are
relatively old, so the differences must arise from the removal of contaminant by the ultrafiltration.

Conventional laboratory '“C age BP Ultrafiltered gelatin AMS “C age  Collagen yield

(using modified Longin method) (ORAU) (mg) (ORAU)
12,500 £ 50 OxA-11840 13,180 + 60 76.1
13,200 £ 100 OxA-11749 14,165 £ 65 10.7
17,450 £ 100 OxA-11842 17,740 £ 90 170.0
28,600 £ 600 OxA-11813 30,420 £ 250 17.0
42,600 + 1000 OxA-11747 45,200 £+ 800 37.0
23,800 £+ 400 OxA-11746 23,560 + 140 21.8
35,600 + 400 OxA-11748 36,610 £+ 360 39.8

CONCLUSIONS

The data presented in this paper suggest that the ultrafiltration method as originally devised (Brown
et al. 1988) and implemented at ORAU (documented in Bronk Ramsey et al. 2000) was a consider-
able advance in terms of removing environmental contamination and was the best method available
for older bones. When isolating collagen with low mass yields and recent ages, however, significant
bias to older !“C ages has been shown to arise and, in these cases, the results are usually less accurate
than when a simpler method is used, because environmental contamination is less of an issue with
these samples.

We contacted the submitters of samples with low collagen yields when we had identified the rela-
tionship between low pretreatment yield and older than expected AMS determinations. We are in the
process of repeating measurements where spare or replacement bone could be obtained and we
withdrew some of the original determinations that could not be repeated. We also offered recalcu-
lated '4C ages to some submitters based upon the collagen pretreatment yield and the proportion of
admixed humectant carbon derived from the ultrafilters. These recalculations (given an OxA-X lab
code which indicates a non-standard date calculation) will only give an indication of the scale of the
effect given the variability we have subsequently seen. In a few cases, the repeated measurements
even on low-yield samples were unchanged; in other cases, there were changes consistent with the
effects identified through our experimental data, although the exact scale of the offsets seems to be
variable and sometimes larger than expected. One such significantly affected example is shown in
Figure 6. This demonstrates the age shifts between the initial series affected by ultrafiltration
humectants and the redated series, which ought to have a “true age” of AD 873/4 or 1190-1205 BP.
When our current re-measurement program is finished, we should be in a better position to estimate
the effect on intermediate collagen yield samples, but at present it looks as if the effect could average
of the order of a hundred years until collagen yields rise above about 40 mg.

The key improvements to the new protocol at Oxford are in the preparation of the ultrafilters used
in the final stage of the pretreatment and in the design of the continuous-flow system used for iso-
lating bone collagen. The method has been shown to be effective both in providing good reproduc-
ibility and accuracy on recent known-age material and in removing environmental contaminants.
We have also introduced regular process tests to identify contaminants from single batches of ultra-
filters prior to routine use, and implemented QA checks on known-age recent bones over a range of
sizes to test for any other similar effects.
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Figure 6 The Repton Viking Army site (Derbyshire, England), historically dated to AD 873/4 (1190-1205 BP). The ini-
tial humectant-affected dates are shown in open circles. The black squares are later determinations obtained with the
new filter cleanup procedure. Even in this fairly severely affected batch, the higher yield dates are clearly closer to the
true values.

During this research, we also conducted tests on other filter types used in 4C dating and although
we found that some gave no measurable additions (e.g. the Eezi-filter™ we use for removing partic-
ulate contaminants), others did have extractable carbon, although only ultrafilters had levels as high
as those reported here. As 14C sample requirements for AMS become smaller, this is something all
14C labs will need to be aware of, and monitor.
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MAGNESIUM PERCHLORATE AS AN ALTERNATIVE WATER TRAP IN AMS
GRAPHITE SAMPLE PREPARATION: A REPORT ON SAMPLE PREPARATION AT
KCCAMS AT THE UNIVERSITY OF CALIFORNIA, IRVINE
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ABSTRACT. We present a brief discussion of sample preparation procedures at the Keck Carbon Cycle Accelerator Mass
Spectrometer (KCCAMS), University of California, Irvine, and a systematic investigation of the use of Mg(ClOy,), as an
absorptive water trap, replacing the standard dry ice/ethanol cold finger in graphite sample preparation. We compare high-pre-
cision AMS measurement results from oxalic acid I and USGS coal samples using Mg(ClOy), under different conditions. The
results obtained were also compared with those achieved using the conventional water removal technique. Final results dem-
onstrate that the use of Mg(ClOy,), as an alternative water trap seems very convenient and reliable, provided the Mg(ClO,),
is replaced frequently.

THE KCCAMS PREP LABORATORY

A new sample processing laboratory was constructed and installed at the Keck Carbon Cycle
Accelerator Mass Spectrometer (KCCAMS) facility in late 2002 to expand existing University of
California, Irvine (UCI) radiocarbon sample handling capabilities. The KCCAMS prep laboratory
has provided approximately 1500 unknown samples and quality control standards during the first 10
months of operation.

The prep laboratory is equipped for routine chemical sample cleaning and preparation of organic
samples and carbonates. It also contains a sample-combustion system, 2 graphitization lines, and an
accelerator target pressing station. The combustion line has 10 pump-out heads, while each graphi-
tization line has 12 H,/Fe reactors (Figure la, b), allowing us to graphitize 48 organic or carbonate
samples per day. The vacuum lines are made of glass and stainless steel and are pumped by turbo-
molecular pumps backed by oil-free diaphragm pumps. Water is removed during graphitization
either by using magnesium perchlorate—Mg(ClO,4),—in the graphite-reactor, or by cold fingers
attached to stainless steel thermoses converted to dry ice/alcohol dewars. The progress of the reac-
tion is monitored using pressure transducers (Figure 1b). The design was based on sample graphiti-
zation lines from CAMS/Lawrence Livermore National Laboratory (LLNL).

SAMPLE PREPARATION PROCEDURES

Submitted samples from carbonaceous raw materials are chemically and/or physically pretreated,
when necessary, to remove any unwanted material before conversion to carbon dioxide by combus-
tion or acid hydrolysis. Organic samples are pretreated initially by removal of any visually obvious
contamination, followed by a standard acid-alkaline-acid treatment. Carbonate samples are leached
in dilute HCL. Sample are then rinsed twice with MilliQ water and dried on a heating block at 80 °C.

Carbon dioxide is produced from pre-leached carbonates by acid hydrolysis using 85% phosphoric
acid in disposable septum-sealed reactors (Vacutainer blood collection vials, 3 ml) (Figure 2a, b).
Carbonates are weighed into the Vacutainers and evacuated using a 1.3-cm-long #26 hypodermic
Luer-tip needle adapted to an Ultra-torr fitting in the graphitization line (Figure 2b). Once the Vacu-
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Figure 1 a) Graphitization line for target preparation showing H,/Fe reduction reactors. Each 12-head graphitization
line can produce 24 samples per day. The design is based on graphitization lines from the CAMS/LLNL laboratory.
b) Reduction reactor detail showing Mg(ClOy,), in the graphite-reactor.

tainers are evacuated, we detach the vial from the line and use a gas-tight Luer-lock syringe with a
#26 needle to introduce 1 cc of 85% phosphoric acid (Figure 2a). The Vacutainer reactors are then
placed on heating-blocks at 80 °C for at least 20 min. When the reaction ceases, they are returned to
the graphitization line to extract the CO, via the needle fitting. To ensure complete evacuation of the
needle fitting prior to CO, extraction, the needle is initially inserted halfway through the Vacutainer
septum. The CO, is cryogenically purified and reduced to graphite in pyrex 6 x 50 mm culture tubes
(Loyd et al. 1991), using hydrogen at 650 °C for 3—4 hr over pre-baked iron. Since the Vacutainer
vials are disposable, cleaning and waste handling after sample preparation are minimized.

The carbon dioxide production of organic samples is performed by combustion at 900 °C in evacu-
ated sealed quartz tubes in the presence of CuO and silver wire. After CO, extraction and purifica-
tion, CO, is then reduced to graphite as described above.

Samples prepared on these lines have demonstrated 56 ka and 54 ka BP backgrounds for organic and
carbonate materials, respectively, for samples containing 1 mg of carbon (Southon et al., these
proceedings).
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Figure 2 Acid hydrolysis procedure for carbonate sample. (a) 1cc of 85% phosphoric acid being introduced into septum-
sealed reactors (Vacutainer vials). (b) Detail of Vacutainer attached to the graphitization line for evacuation. The base of
a #26 hypodermic needle is placed in an Ultra-torr fitting, between the Ultra-torr ferrule and the sealing o-ring.

Use of Magnesium Perchlorate for Water Removal

Magnesium perchlorate is a well-known hygroscopic substance that has been used worldwide in the
desiccant columns of stable isotope mass spectrometers. For more than 10 yr, Mg(ClO,), has been
used to trap water during hydrogen reduction for graphite sample preparation at the UCI labs (S
Zheng, personal communication).

At that time, UCI graphite was being measured at the LLNL AMS facility, where precision was ini-
tially 0.6% (J Southon, personal communication). These first investigations of the use of the sub-
stance in the graphitization process demonstrated its suitability, and 3 main advantages were imme-
diately apparent: a) it is a very easy material to handle, allowing the user to replace it easily in the
graphite-reactor in a very short period of time; b) it removes the need to prepare dry ice/ethanol
slushes for each individual graphite-reactor, which can be time consuming; and c) the Mg(ClOy,),
water-trap could be re-used many times (also providing more time saving) without compromising
the final measurement precision, as was demonstrated by multiple measurements of standards (S
Trumbore, personal communication).

In 2002, UCI installed a compact AMS from the National Electrostatics Corporation (0.5SMV
1.5SDH-1 AMS system). AMS “C precision for measurements performed with this system is cur-
rently between 0.2 to 0.5%, based on multiple measurements of oxalic acid-1 (OX-I) for hydrogen
reduced graphite using Fe or Co catalyst (Southon et al., these proceedings). Accuracy is being eval-
uated on measurement results of secondary standards, such as oxalic acid-II (OX-II) and ANU
sucrose (ANU), where 4%o fluctuations can be observed.

Since '“C measurement precision has varied and some of the variation may be due to isotopic
fractionation during sample preparation, we decided to perform a systematic comparison of the use
of cryogenic mixtures or absorption in Mg(ClO,), to remove water during the graphitization
reaction. Unusual variations on background samples beyond 50 ka also indicated a possible memory
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or contamination effect from the Mg(ClO,), (or water trapped in the perchlorate), which was
typically being used for 10 to 15 graphitizations before replacement based on absorptive saturation
of the substance.

EXPERIMENT AND RESULTS

In the first experiment, 4 independently combusted samples of USGS coal and 4 of oxalic acid I
(OX-I) were generated, each with enough material to be split into 3 aliquots. The CO, from each
sample was purified and shared equally among 3 graphite-reactors operated under different condi-
tions, generating the graphite-aliquots 981.1, 981.2, and 981.3, for example. We compare the effects
of saturated and unsaturated Mg(ClO,),, and pumping on the graphite-reactors for different periods
of time before use (6 times previously used perchlorate and 90 min pumping time—group 1; 6 times
previously used and 10 min pumping time—group 2; and wet perchlorate and 10 min pumping time—
group 3). A set of 12 OX-I samples and 12 coal samples were graphitized and measured by AMS.

In the second experiment, 3 independently combusted samples of USGS coal and 3 samples of OX-
I were generated, each with enough material to be split into 4 aliquots. The CO, from each sample
was purified and shared equally among 4 graphite-reactors. In this case, we compared the use of
cryogenic mixtures (group A), fresh perchlorate (group B), and previously used dry (group C) and
wet (group D) perchlorate, for water removal. A set of 12 OX-I samples and 12 coal samples were
graphitized and measured by AMS.

In the third experiment, we repeat the same conditions applied to the second experiment (Table 1)
for the OX-I samples, but using Mg(ClOy,), that had been previously used 8 times. We also pumped
the graphite-reactor (i.e. on the perchlorate) for a longer period of time (60 min). A set of 12 OX-I
samples were graphitized and measured by AMS.

Table 1 Summary of the water removal conditions in the graphitization reactor for the 3
experiments.

First

group 1—Mg(ClOy,), used 6 times previously; reactor was pumped for 90 min

group 2—Mg(ClOy,), used 6 times previously; reactor was pumped for 10 min

group 3—Mg(ClOy,), used 6 times previously and exposed to MQ water vapor; reactor was
pumped for 10 min

Second

group A—Dry ice and ethyl alcohol cold finger; reactor was pumped for 20 min

group B—Fresh Mg(ClO,),; reactor was pumped for 20 min

group C—Mg(ClO,), used 2 times previously; reactor was pumped for 20 min

group D—Mg(ClOy,), used 2 times previously and exposed to MQ water vapor; reactor
was pumped for 20 min

Third

group [—Dry ice and ethyl alcohol cold finger; reactor was pumped for 60 min

group [I—Fresh Mg(ClO,),; reactor was pumped for 60 min

group [II—Mg(Cl0,), used 8 times previously; reactor was pumped for 60 min

group [V—Mg(ClO,), used 8 times previously and exposed to MQ water vapor; reactor
was pumped for 60 min

Water removal and pumping conditions from the graphite-reactors from the 3 experiments were des-
ignated as groups, and they are summarized on Table 1. AMS results from the 3 experiments are
present in Tables 2, 3, and 4, respectively. All results were normalized to an independent set of OX-
I samples prepared using fresh perchlorate.
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DISCUSSION

From the first experiment (Table 2), we noticed that all of the A'#C data from the OX-I “unknown”
samples were lower than those of the normalizing standards prepared with fresh perchlorate
(A™C = 33.2 +2.2%o). The difference could not be explained. It was clearly not a fractionation
effect since the Fraction Modern and A'4C values in Table 2 have already been corrected for any
graphitization or machine-induced isotopic fractionation (Pearson et al. 1998), using the on-line
3'3C values. The differences were too large to be accounted for by memory from the 6 samples (all
close to Modern) run previously in each reactor.

In the second and third experiment, there were no significant differences between the AMS '4C
results for OX-I samples prepared using different water removal treatments and the normalizing
standards prepared with fresh Mg(ClO,), (Tables 3 and 4; Figure 3). At the level of precision of
these tests, 3.8 and 3.3%o, respectively, twice or 8 times previously used Mg(ClO,), appears to have
no effect on A™C. However, a larger spread in the results can be noticed when Mg(ClO,), was com-
pletely wet.

OX-l

® First experiment@® Second experiment® Third experiment

40 A

|
v
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Figure 3 A'#C average and uncertainties of OX-I samples from the 3 experiments. Errors plotted represent the
1 o scatter in the results from each group, or the statistical precision, whichever is greater. Groups of samples
are shifted to better show the error bars.

In Table 3, we also compare AMS 8'3C measurements with 8'3C obtained on an Elemental Analyzer
(EA) coupled with an IRMS from graphite produced in the second experiment. The EA 8'3C results
from aliquots of the graphite produced showed that there was no isotopic fractionation during graph-
itization (Table 3). However, machine-induced isotopic fractionation effects are clear on this second
experiment.

For the background samples (USGS coals), the experiments seem more conclusive. We believe that
the CO, samples have been contaminated by modern CO, trapped in water in the perchlorate (or in
the perclorate itself) since the 4 different CO, samples all show backgrounds improving as
Mg(ClO4), wetness decreases and/or longer pumping time was applied (Figure 4). Note that none of
these USGS coal samples are as good as the 54.3 + 0.6 ka (background processed graphite) obtained
with fresh perchlorate in the first experiment, for reasons which are unexplained.
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Table 4 Results of OX-I samples considered as unknowns. These results were normalized to an
independent set of 7 OX-I samples prepared using fresh perchlorate. Measurement precision was
3.3%0 on the OX-I samples and ANU secondary standards. The graphitization line background
obtained on USGS coals prepared with fresh perchlorate was 49.8 + 1.4 ka. Coal samples were not
background corrected.

OX-I samples

UCI AMS Ext. Fraction
AMS# Sample (labnr) 83C  err. modern =+ A“C +  Average STDEV
Group 1

4329  UCIG 1483.1 -22.7 04 1.0338 0.0024 272 24 282 2.5
4330 UCIG_1484.1 -20.3 03 1.0329 0.0024 263 24

4331  UCIG 1485.1 -179 04 1.0376  0.0024 31.0 24

Group 2

4332 UCIG 14832 -183 04 1.0438 0.0024 37.1 24 334 32
4333  UCIG 14842 152 0.2 1.0382 0.0024 31.6 24

4334 UCIG 14852 -18.2 04 1.0381 0.0028 314 28

Group 3

4337 UCIG 14833  -179 0.3 1.0385 0.0024 319 24 322 0.3
4338 UCIG 14843 -17.6 0.3 1.0389  0.0028 32.3 28

4339  UCIG 14853 -19.2 04 1.0391 0.0036 324 3.6

Group 4

4340  UCIG 14834  -20.1 04 1.0380 0.0024 314 24 30.7 1.1
4341 UCIG 14844 204 0.3 1.0379 0.0025 313 25

4342  UCIG 14854  -18.6 0.4 1.0360 0.0034 294 34

USGS Coal

@ First experiment® Second experiment
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Figure 4 '“C age averages for coal samples and respective errors from the 3 experiments. Errors plotted repre-
sent the 1 & scatter in the results from each group. Groups of samples are shifted to better show the error bars.
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Overall, backgrounds were not as good at the time of the second experiment (e.g. compare the
graphitization line backgrounds for the first and second tests cited in the table captions). Under these
conditions, we saw no significant differences between results for coals graphitized using cryogenic
mixtures (group A) or fresh mixtures (group B), and only minimal contamination for the twice pre-
viously used Mg(ClOy,), (group C). On the other hand, a large background increase was observed for
group D, as for group 3 in the first experiment, where the Mg(ClO,), was wet.

These experiments had induced us to use the Mg(ClO,), during graphitization only 3 times before
replacement. Overall precision has decreased over a period of several months from a range of
0.2-0.5% to 0.2—0.3%. This improvement may not be due to changing the way we use the per-
chlorate, but it does demonstrate that the use of perchlorate is compatible with high precision.
Backgrounds also improved and are frequently as old as 53 ka.

CONCLUSION

For “C measurements that do not require precision better than 0.3% or backgrounds better than 53
ka, the use of Mg(ClO,), as an alternative water trap seems very convenient and reliable provided
the Mg(ClOy,), is replaced frequently. Variations in A“C are not significant when comparing dry-
fresh Mg(ClO,), with standard dry ice/ethanol cold fingers.

For measurements requiring better precision (<0.2%) and/or backgrounds (>53 ka), the Mg(ClOy,),
should be treated with some suspicion. In such cases, cryogenic mixtures or thermoelectric cooling
may be preferable solutions for removing water during the graphitization reaction. As yet, we have
no direct evidence to show exactly what mechanism causes the A!4C shifts. However, it seems that
the moisture content of the Mg(ClO,), is important and we suspect that trapping of CO, in wet per-
chlorate plays a part.
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RADIOCARBON DATING OF IRON ARTIFACTS AT THE ERLANGEN AMS
FACILITY

Andreas Scharf!2 « Wolfgang Kretschmer! « Gerhard Morgenroth! « Thomas Uhl! e
Karin Kritzler! e Katja Hunger3# ¢ Ernst Pernicka?”

ABSTRACT. One problem in preparing iron for radiocarbon dating is the low carbon content which makes the sample size
needed too large for some sample combustion systems. Also, the metallic character of the samples complicates sample
combustion or oxidation. The Erlangen accelerator mass spectrometry group uses an elemental analyzer for the sample
combustion, directly followed by a reduction facility. As the carbon content and sample size for iron samples are unsuitable
for combustion in an elemental analyzer, 2 alternative approaches are to (a) avoid oxidation and reduction, or (b) extract the
carbon from the iron, prior to combustion. Therefore, 2 different pathways were explored. One is direct sputtering of the
unprocessed iron sample in the ion source. The other is the complete chemical extraction of carbon from the iron sample and
dating of the carbonaceous residue. Also, different methods for cleaning samples and removing contamination were tested. In
Erlangen, a Soxhlet extraction is employed for this purpose. Also, the sampling of the iron sample by drilling or cutting can
be a source of contamination. Thus, the measurement of iron drill shavings yielded ages that were far too high. The first results
for iron samples of known age from 2 archaeological sites in Germany are presented and discussed.

INTRODUCTION

Radiocarbon dating of iron artifacts is, in principle, possible due to the slight carbon content of iron
artifacts that originates from the iron smelting process. Up to the beginning of industrialization,
smelting was usually performed with charcoal (with some exceptions, especially in East Asia; Beu-
kens et al. 1999), which renders !4C dating possible in principle, in contrast to industrially-made
steel, for which coal or lignite is used. The carbon content varies considerably due to the smelting
technique. For modern steel, the carbon content can be determined exactly during processing and
varies between 0.05 and 1.5%. Usually, archaeological iron artifacts have low carbon contents
around 0.2%; cast iron can have a carbon content up to 5% C.

Successful attempts to date iron artifacts have been undertaken since the late 1960s (van der Merwe
and Stuiver 1968; van der Merwe 1969), but it is still no routine procedure. Some of the main prob-
lems in preparing iron are the low carbon content and the metallic character of the samples, which
complicates the carbon extraction and oxidation and makes the required sample size too big (about
1 g) for some sample combustion systems. In most cases, this required a separate preparation line
only for iron samples, which is not applicable for many '“C laboratories (Cook 2001). The Erlangen
accelerator mass spectrometry (AMS) group uses an elemental analyzer for sample combustion and
a subsequent reduction facility. Iron samples that show a carbon content and a sample size as
described above are not suitable for combustion in an elemental analyzer. Therefore, our approach
is either to avoid oxidation and reduction of the sample, or to extract the carbon from the iron sample
in order to obtain a suitable sample for combustion.
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METHODS
Direct Sputtering

We tested direct sputtering of the unprepared sample material with the ion source (40 MC-SNICS)
and the subsequent measurement at the Erlangen AMS facility. Ordinary sputter targets consist of a
carbon-iron compound, so that direct sputtering of carbonaceous iron is also possible (Beukens et al.
1999). In this procedure, small pins that fit into the cathodes used for the 40 MC-SNICS were made
by spark erosion from the sample material. After cleaning with acetone, the pins were directly
pressed into a cathode and measured at the Erlangen AMS facility. The pin that fits into a cathode
has a mass of about 50 mg, which corresponds to 0.5 mg C (a common sample amount for AMS
targets) based on a sample containing 1% C. The carbon ion current gained from the ion source
corresponds to the carbon content of the target material; thus, the ion current of directly sputtered
iron samples is rather low, but sufficient for measurement (up to 40 nA of 13C, regular targets
provide currents between 100 and 200 nA). This requires a little more time for the measurement and
probably the measurement of more than 1 pin in order to obtain good statistics. For samples with
very low carbon content, the ion current may be too small for useful measurements, depending on
the performance of the respective AMS facility.

Carbon Extraction Using Hydrochloric Acid

An alternative strategy for obtaining samples that are manageable for our combustion system is the
chemical carbon extraction from the iron. Modifying the method described by Nakamura et al.
(1995) and Cheoun et al. (2001), we dissolved the cleaned iron pieces, without treating them with
CuCl,, in 2M hydrochloric acid at a temperature of 85 °C.

The chemical reaction taking place is the following:

Fe3C +9HCl < 3FeC13 +C+4.5 H2

The carbonaceous precipitate was separated from the FeCl; solution, filtered with a carbon-free
glass fiber filter, repeatedly washed with deionized water, and dried at 100 °C. Subsequently, the
sample was oxidized in the elemental analyzer and reduced to graphite in an analogous manner to
other “standard” samples. Using 2M hydrochloric acid at 85 °C, the reaction was completed within
a short time (Figure 1). If the temperature exceeds 85 °C, the chemical reaction is so intense that the
carbon is distributed over the whole beaker, which makes the separation of the precipitate from the
solution very difficult. The completeness of the reaction can be tested by the loss of the samples’ fer-
romagnetism. Most of our archaeological samples (mainly iron nails) could be used up completely;
hence, it was not necessary to divide them into small fragments, which would be a possible source
of contamination.

The extraction efficiency increases logarithmically with the carbon content with considerable vari-
ation and reaches up to practically 100% in the case of cast iron (Figure 2).

Removal of Contaminants

Many archaeological iron artifacts are chemically treated to inhibit corrosion. The removal of such
contaminants is essential for correct dating results. We tested several cleaning methods with deion-
ized water, methanol, acetone, tetrahydrofuran, or the application of a complete Soxhlet extraction
process. The set of solvents for the Soxhlet extraction used by the Erlangen AMS group consists of
tetrahydrofuran, trichlormethane, acetone, methanol, and deionized water. In principle, it is possible
to apply the Soxhlet extraction to the entire artifact or to the filtered precipitate. Further research is
still necessary to decide which of these methods would be more appropriate.
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Precipitation in HCI
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Figure 1 Amount of carbonaceous precipitate (gray bars) and reaction time for complete dissolving in 2M
hydrochloric acid at different temperatures.
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Figure 2 Efficiency of carbon extraction with 2M hydrochloric acid at 85 °C for samples
with different carbon content.

SAMPLES
Samples from Sulzbach Castle

The majority of the archaeologically-dated iron samples was provided by Dr M Hensch (Hensch
2002). The artifacts were excavated at Sulzbach Castle and date from the 8th to the 16th century AD.
Sulzbach is located in Upper Palatinate in northeastern Bavaria in an important medieval mining
area. All in all, we received 20 samples from there, mainly including different types of nails as well
as a few tool fragments (carbon content varying from 0.1% to 0.2%). The most interesting sample is
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a bar of cast iron from a well-dated archaeological context of the late-11th century AD. This would
make it the oldest known piece of cast iron in Central Europe. The 2 different types of sample prep-
aration methods described above were tested with spark-eroded pieces of the cast iron bar after
cleaning with deionized water, acetone, and methanol. To remove possible contaminants, 1 part of
the hydrochloric acid precipitate was also treated with a Soxhlet extraction. The nails and tool frag-
ments were dissolved in hydrochloric acid as entire pieces.

Samples from Staffelberg Mountain

The Staffelberg Mountain is located in Upper Franconia in northern Bavaria, above the valley of the
Main river. Its cliffs that surround the plateau form a natural fortification which has been used by
men since the Sth millennium BC. There are still remains of Celtic defense works visible on the pla-
teau. A micrograph of a wrought-iron piece from there shows a typical La Téne welding technique;
thus, it is assumed to originate from the La Téne period (about 500-15 BC). The artifact was pro-
vided by the archaeological collection of the Universitdt Erlangen and had been chemically treated.
Therefore, it was divided into 4 pieces by spark erosion. One of them was sampled by drilling. The
drill shavings and another piece were cleaned with tetrahydrofuran, acetone, and water; the two
remaining ones were also cleaned with methanol. The piece from which the drill shavings were
taken was cleaned by Soxhlet extraction later and also measured with the AMS facility.

RESULTS AND DISCUSSION

Samples from Sulzbach Castle

Table 1 shows the results for the cast iron bar from Sulzbach Castle. The age of the directly-
sputtered iron pin was averaged over 3 individual results (Erl-4247, Erl-4248, Erl-5396), since the
single results did not show any significant differences. The calibrated ages are all younger than
expected; there is only a small overlap with the result from the directly-sputtered pin. But all results
are compatible with an origin in the 13th century AD. The most possible contamination, besides the
contamination with modern material during sample preparation, would lead to older ages, but not to
younger ones. Such sources of contamination could be organic materials used for conservation, use
of scrap iron, or coal or carbonate iron ores (Craddock et al. 2002) used in the smelting process. If
it could have been firmly dated to the 11th century AD, then this iron bar would have been the oldest
known example of cast iron in Central Europe. However, the dating results rather suggest that it was
an intrusion from a younger layer. The results of the iron nails and tool fragments from Sulzbach
Castle, all prepared by the hydrochloric acid extraction method, agree well with the archacological
context in all cases, with the exception of 1 sample (Table 2). The first measurement of this sample,
an iron nail, yielded a result of 5448 + 60 BP. Since part of the precipitate of this sample was not
used in the first measurement, we applied Soxhlet extraction to the remaining part and measured it
again. The new result was 1158 = 104 BP, corresponding to a calibrated 2-c range from the 7th to
12th centuries AD, whereas the archaeological layer where the nail was found originates from the
15th or 16th century, but contains also a lot of material from the 10th to 12th centuries. Accordingly,
it seems that Soxhlet extraction had removed the contaminants completely.

Samples from Staffelberg Mountain

Table 3 shows the results of the artifact made of the wrought iron found on Staffelberg Mountain.
Again, cleaning with tetrahydrofuran and acetone could not remove all of the organic material
applied. The age of ~5500 BP is much too old. An additional cleaning step with methanol yielded
more reasonable results, but the range of calibrated ages is still too old and would correspond to the
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Table 1 Dating results for the cast iron bar from Sulzbach Castle; different types of sample pretreat-
ment were tested.

Lab code Target name BP 813C (%o) Calibrated age?
Erl-4247 Cast iron pin 1 842+86 —29+2  AD 1023 (95.4%) AD 1290
Erl-4248 Cast iron pin 2 74078 -29+£2  AD 1066 (1.4%) AD 1083

AD 1124 (1.2%) AD 1136

AD 1157 (92.8%) AD 1401

Erl-5396 Cast iron pin 3 859+£87 -29+2  AD 1020 (95.4%) AD 1286
Cast iron pin averaged 808 +48 -29+2  AD 1066 (2.2%) AD 1083

AD 1124 (2.1%) AD 1137

AD 1156 (91.1%) AD 1290

Erl-5532  Cast iron, extraction by 754 +49 -29.8 AD 1164 (0.7%) AD 1170
hydrochloric acid AD 1186 (91.5%) AD 1302

AD 1368 (3.2%) AD 1383

Erl-6002 Cast iron, extraction by 717+£49 -29.8 AD 1218 (75.3%) AD 1323
hydrochloric acid and Soxhlet AD 1348 (20.1%) AD 1389

2Ages were calibrated at the 95.4% confidence limit by the program Cal98 using INTCAL98 (Stuiver et al. 1998).

Table 2 Dating results for a medieval iron nail from Sulzbach Castle, before and after Soxhlet
extraction.

Lab code Target name BP 313C (%o0) Calibrated age?

Erl-5544  Tron nail, 5448 £ 60  -23.0 4450 BC—4050 BC
before Soxhlet extraction (8 intervals)

Erl-5893  Iron nail, 1158 +104 -24.1 AD 660 (94.9%) AD 1036
after Soxhlet extraction AD 1143 (0.5%) AD 1151

aAges were calibrated at the 95.4% confidence limit by the program Cal98 using INTCAL98 (Stuiver et al. 1998).

Table 3 Dating results for the iron artifact from Staffelberg Mountain; different types of removal of
conservation material were tested.

Lab code Target name BP 813C (%o) Calibrated age?

Erl-5527 Staffelberg cleaned with acetone ~ 5915+ 69 -26.3 4945 BC (95.4%) 4600 BC

Erl-5530 Staffelberg drill shavings 15,700 £ 140 -27.5 17,399 BC (95.4%) 16,138 BC
cleaned with acetone

Erl-5528 Staffelberg cleaned with 2874+48 242 1255 BC (1.0%) 1245 BC
acetone and methanol 1213 BC (2.3%) 1200 BC

1193 BC (4.1%) 1174 BC
1170 BC (5.3%) 1140 BC
1132 BC (82.7%) 917 BC
Erl-6000 Staffelberg Soxhlet extraction 3103 £500 -26.8 2829 BC (0.1%) 2823 BC
2660 BC (0.1%) 2652 BC
2623 BC (0.2%) 2607 BC
2602 BC (94.9%) 148 BC
135 BC (0.2%) 116 BC

aAges were calibrated at the 95.4% confidence limit by the program Cal98 using INTCAL98 (Stuiver et al. 1998).

Late Bronze Age, before the beginning of the Iron Age in Central Europe. The age of the drill shav-
ings from the same artifact is very high, suggesting a massive additional contamination with old car-
bon, presumably originating from the drilling. This is likely because the dating of iron artifacts from
another archaeological site and sampled by drilling also yielded ages that are much too high in each
case. Because of the very high carbon content of steel tools and the very low carbon content of
archaeological iron samples, a small amount of abrasion of the tool can affect '4C ages considerably.
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These results show that the machining of the samples can be a very sensitive point in the preparation
of iron samples for AMS measurements. The samples should undergo the preparation process as a
whole, when possible. Drilling or cutting of the samples should be avoided. If cutting is necessary,
then it should be reduced to the necessary minimum and the samples should be cleaned very carefully
afterwards. Unfortunately, very little carbon could be obtained from the piece that had passed the
complete Soxhlet extraction, so that the statistical errors are too large to obtain a significant result.

CONCLUSION

It could be demonstrated that both direct sputtering of iron pins and carbon extraction with hydro-
chloric acid can be applied for “C dating of iron artifacts. The technique of direct sputtering is more
appropriate for samples with carbon contents of about 1% or above. Most archaeologically interest-
ing iron artifacts have lower carbon contents; thus, from these, the carbon should be extracted com-
pletely. Chemical contaminants from conservation treatment could be removed to a large extent, but
complete removal, even when applying the Soxhlet extraction method, is still difficult. A source of
contamination that might be underestimated is the machining of the iron samples. Ideally, the arti-

facts should be prepared for dating as entire pieces, if possible.
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EXTRACTION AND AMS RADIOCARBON DATING OF POLLEN FROM LAKE
BAIKAL SEDIMENTS

Natalia Piotrowska' « Andrzej Bluszcz! » Dieter Demske? « Wojciech Granoszewski*
Georg Heumann?

ABSTRACT. This work focuses on the preparation and dating of sporomorph (pollen and spores) concentrates of high purity.
Three sediment cores recovered from Lake Baikal within the EU-Project CONTINENT were subjected to palynological anal-
yses and accelerator mass spectrometry (AMS) radiocarbon dating. Laboratory processing of concentrates was aimed at the
removal of non-sporomorph organic matter by means of chemical treatment, micro-sieving, and heavy liquid separation. The
obtained concentrates were checked under the microscope and sample purity was estimated on the basis of particle counts.
The results of AMS !4C dating show differences in the sedimentation rate among 3 sites of Lake Baikal.

METHODS

Lake Baikal is situated in southeast Siberia in the eastern part of the Russian Federation near the
Mongolian border. It is the largest (20% of the total volume of surface freshwater), deepest
(>1600 m), and probably oldest (about 25 million yr) lake on Earth.

Radiocarbon dating of Lake Baikal sediments is a difficult challenge, as previous studies have
proved (Coleman 1996). The main problem is the scarcity of material suitable for dating because the
sediments are very poor in organic matter and carbonates. Our work focused on the preparation and
dating of high-purity sporomorph concentrates.

Three sediment cores recovered from Lake Baikal were subjected to palynological analyses and
AMS '4C dating. The cores come from 3 different locations: Posolskoe Bank, Vydrino Shoulder, and
Continent Ridge (see Figure 1). The cores subjected to dating were collected with the use of a Kas-
ten corer, which gives the best assurance of complete recovery of the sediment.

The preliminary knowledge about sporomorph concentrations and sporomorph assemblages in
Holocene and Late Glacial core sections, necessary for selecting appropriate subsampling levels,
was gained during palynological analyses of these cores. Sample sizes ranged between 20 and
160 cm? (see Table 1), depending on available material, pollen concentrations, and a rough calcula-
tion of pollen mass and carbon content using data available from previous studies (Erdtman 1969;
Brown et al. 1989). The volume of samples taken for preparation was adjusted to obtain a minimum
carbon content of about 2—4 mg per sample.

Extraction of Sporomorphs

Laboratory processing of pollen and spore concentrates was aimed at achieving a high purity of the
samples. The removal of inorganic and non-sporomorph organic matter was carried out using chem-
ical treatment, micro-sieving, and heavy liquid separation.
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Continent Ridge
CONO1-603-5™

Figure 1 Map showing the location of sites:
Posolskoe Bank  Continent Ridge (52.95460°N, 108.91370°E;

/8 _ _ water depth 130 m; collected 29 Jul 2001);
/"’ CONO01-606-3 Posolskoe Bank (52.08390°N, 105.86540°E;
. water depth 386 m; collected 3 Aug 2001); and

~ Vydrino Shoulder Vydrino Shoulder (51.58350°N, 104.85180°E;

CONOQ01-605-5 water depth 665 m; collected 1 Aug 2001).

The proposed treatment steps generally follow techniques used by Brown et al. (1989), Regnéll
(1992), Regnéll and Everitt (1996), and Nakagawa et al. (1998), but include a modification in spe-
cific gravity and a final acid-alkali-acid treatment combined with 10 pm micro-sieving. Heavy lig-
uid separation combined with fine- and micro-sieving can provide pure sporomorph samples (Zhou
et al. 1997; Morgenroth 2000). The steps for preparation of sporomorph concentrates are presented
in Figure 2. The resulting sporomorph concentrate consists of grains of 10-90 um in diameter, with
a density of 1.13-1.66 g/cm?.

Sample Purity Control

The obtained concentrates were checked under the microscope and photographed (see Figure 3 for
a photo example), and sample purity was estimated on the basis of particle counts. Pollen and spore
spectra of the concentrates were generally similar to those obtained during standard pollen analysis.
However, due to the additionally required chemical (hydrolysis, bleaching) and physical processing
steps, some small and delicate pollen types (especially Alnus fruticosa) were partly lost. Organic
matter, which could be removed from the sporomorph samples only in part, was comprised of lignin
(conifer wood fragments), small globose limnic microfossils, and hyaline particles. For quantifica-
tion of sample purity, the number of pollen and spores was related to the overall count of organic
particles present in the concentrates. By estimation, the resulting purity was slightly adjusted
according to the relative size of recorded non-sporomorph organic particles in comparison to pollen
grain. Table 1 contains the estimated purity for all the samples. The best sample purity was obtained
for the Vydrino core CON01-605-5 due to very high concentrations of large bisaccate pollen grains
in the sediment.
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Figure 2 Flow-chart for preparation of sporomorph concentrates

o 1.0

Figure 3 Photo documentation, sample LBF-AMS-8
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Preparation of Graphite Targets for AMS 4C Dating

The extracts were prepared for AMS measurement in the Gliwice Radiocarbon Laboratory accord-
ing to the procedures described in Goslar and Czernik (2000) and Czernik and Goslar (2001). The
concentration of 'C in produced graphite targets was measured in the Poznafi Radiocarbon Labora-
tory (Goslar et al., forthcoming).

RESULTS AND DISCUSSION

Details concerning sample preparation and results are given in Table 1. Most of the samples yielded
CO, in amount corresponding to 1 or more mg of carbon, enabling the preparation of standard AMS
targets. The average carbon content in pollen grains (about 64%) is in accordance with an assumed
value (Erdtman 1969; Brown et al. 1989). Additionally, when the amount of CO, was sufficient, sta-
ble carbon isotope measurements were carried out in the Mass Spectrometry Laboratory of the
Maria Curie-Sklodowska University in Lublin. The results of stable isotope measurements are
within the range of values typical for terrestrial matter.

The “C ages of pollen samples were calibrated using the OxCal program (Bronk Ramsey 2001) and
INTCAL9S calibration curve (Stuiver et al. 1998), except the last 3 dates from Posolskoe Bank
(LBK). These dates were beyond the INTCAL9S8 curve and calibration was performed using the
CalPal program and CalPal 2001 curve (Weninger et al. 2003; Joris and Weninger 1998). For the
construction of timescales, the ranges of calibrated ages obtained for 2 confidence intervals were
taken, and the centers of the probability distribution ranges were taken as point-estimates for linear
regression calculations. For 2 dates of the Posolskoe Bank (LBK-AMS-5a and b), we could have
narrowed down the obtained ranges by applying the calibration of an ordered sequence of 4C dates
(using OxCal), taking into consideration the stratigraphic order of samples. A similar procedure
could be applied to samples LBK-AMS-8 to 10, but it seems not justified at this time because the
INTCAL9S calibration curve does not cover this time interval. However, we believe that the new
officially accepted curve would help to solve this problem.

The results obtained for Continent Ridge and Vydrino Shoulder show a high linear correlation and
were used for estimating the average sedimentation rates (Figure 4a,b). The ages of Posolskoe Bank
samples are more scattered, indicating the disturbances in the sedimentation process. Two periods of
sedimentation were distinguished for which the average sedimentation rates were estimated
(Figure 4c). The sedimentological studies, which are still in process, will enable the recognition of
possible sedimentation disturbances.

For all 3 sites, a shift in obtained sediment ages can be noticed, resulting in a non-zero age for
surface sediment. Various reasons for this effect can be considered. The most likely reason is an
incomplete recovery of the core (i.e. with the topmost layer missing), but the other ones also have to
be considered. The surface age effect seems to be a complex problem caused by more than 1 reason.
A similar effect was observed in previous studies of Lake Baikal sediments (Coleman et al. 1996;
Horiuchi et al. 2000), using AMS '“C dating carried out on the total organic carbon (TOC) fraction.
Extraction of pollen grains was undertaken in the hope of eliminating this effect, and because
macrofossils are extremely rare in Lake Baikal sediments. However, the effect of inconsistent older
ages obtained on pollen extracts was observed in other studies, such as the Lake GoSciaz sediments
(Kilian et al. 2002), which may lead to the conclusion that this could result from specific properties
of pollen grains. The surface age effect will be investigated in further studies, and the dating of more
samples from the uppermost core sections and from material suspended in water is planned. We
hope that this will enable the creation of reliable timescales for the sedimentation process.
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Figure 4 Calibrated age of samples versus depth for 3 investigated cores (a—Vydrino, b—Continent, c—Posolskoe). The verti-
cal error bars represent the depth range and horizontal bars represent the range of calibrated ages. The average sedimentation

rates based on linear regression are given in the graphs.
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14C AGES OF OSTRACODES FROM PLEISTOCENE LAKE SEDIMENTS OF THE
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ABSTRACT. Progressive dissolution experiments were performed on samples of ostracode shells from lacustrine sediments
from the western Great Basin to remove contamination of the surface by secondary calcite. The observed age differences
between the external and residual fractions were as great as 2000 to 6000 yr. A “plateau” in ages of the last fractions was
obtained only for 1 sample; however, results of repeated experiments resulted in very good agreement of the final ages. A
comparison with previously published chronologies based on bulk radiocarbon ages of ostracodes from Wilson Creek (Ben-
son et al. 1990) shows that leaching is imperative for dating samples older than 20 ka BP. This study focuses on the problem
of contamination and its removal. However, the final chronology of the Wilson Creek Formation (and other late Pleistocene
lacustrine sediments) will require additional dating of other sections as well as establishment of a reservoir effect correction.

INTRODUCTION

The Great Basin (Figure 1) is a system of closed basin lakes located west of the Continental Divide,
enclosed by mountains (the Sierras, the Cascades, the Wasatch Plateau) and characterized by semi-
arid to arid climate. The region appears to have been very sensitive to Pleistocene climate change
and the Late Glacial Maximum lake levels were uniformly high.

It was the wet/dry cycles, which are visible as ancient playa or shorelines of once deep lakes, that
caught the attention of geologists. The first radiocarbon results were obtained by Libby in 1955 on
samples from sediments of Searles Lake, California (Libby 1955). Research that followed estab-
lished a pattern and timing of climatic oscillations in the Great Basin region and correlation with
other regions such as the North Atlantic. It appears from studies by Benson et al. (1998) that rapid
climatic events—perhaps equivalent to the Dansgaard/Oeschger events observed in the Greenland
ice cores (GRIP and GISP2) and Heinrich events (HE) manifested by layers of ice-rafted debris in
the North Atlantic (Bond et al. 1997)—might have an imprint in wet/dry cycles in the Great Basin
region.

Reliable chronologies are critical for reconstructions of the past climate. Patterns of climatic
changes require correlation and synchronization between regions and records. Correlations pro-
posed by Benson et al. (1998) imply synchrony between the North Atlantic and Great Basin climatic
cycles. For example, the last 2 low-stands of Lake Russell (Mono Lake) appear to correlate with
HE1 (13.8 ka BP) and HE2 (21 ka BP). However, correlation of the older HE is difficult. This might
be caused by chronological problems, namely contamination of the ostracodes with modern carbon
and an unknown correction for reservoir effect. Kent et al. (2002) recognized the modern carbon
contamination issue and they assumed that the residual carbonate measurement yielded a maximum
estimate of the original '“C in the carbonate (minimum apparent age). They also recognized that the
40Ar/3°Ar ash chronology is complicated and that minimum relative sanidine results yield a maxi-
mum age. Further, they considered it likely that the large magnetic excursion in the Wilson Creek
Formation, known as the “Mono Lake Excursion,” was equivalent to the “Laschamp” geomagnetic
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Figure 1 Map of the Great Basin adopted from Benson et al. (1990) showing
location of studied sites Mono Lake and Wilson Creek Formation (California)
and Carson Sink (Nevada).

excursion. Implications of such assessments are far reaching for paleoclimatic correlations, as well
as correlation among paleomagnetic intensity records of the last 40 to 50 ka BP.

An alternative correlation to that of Kent et al. (2002) has already been proposed by Benson et al.
(1998, 2003). Benson et al. (2003) rebutted the possibility of contamination with modern carbon and
suggested an extremely large reservoir correction in order to bring the residual C results reported
by Kent et al. (2002) back into agreement with their previous assessment (Benson et al. 1998). How-
ever, such a procedure would have to be applied to both sets of data and the offset would remain
unchanged. Benson et al. (2003) showed that Ash #15 of the Wilson Creek Formation has a similar
composite to the ash that has been identified at Carson Sink (coincidently, here we report ostracode
data associated with that ash). A chemical match between ashes allows but does not require them
correlated; thus, this issue remains unresolved.

Our study focuses on one important aspect of these issues: the 14C chronology of the Wilson Creek
Formation and problems connected to the possible contamination by secondary calcite deposited on
the surface of ostracode shell selected from the sediments of this section.
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SURFACE CONTAMINATION, DIFFUSION, AND SECONDARY CALCITE

Concerns about the possibility of contamination of carbonate samples with younger carbon pose a
challenge to '“C dating. One mechanism that causes contamination is young carbon dioxide diffus-
ing through the porous surface into the core of the carbonate sample. The effects of surface contam-
ination by modern CO, and diffusion into the body of the sample have been estimated and measured
by Broecker and Orr (1958), who dated tufa from the Pyramid and Searles lakes. They found that,
although the effect is on the order of 700 yr for a 20,000-yr-old sample, it might be avoided by leach-
ing 80% of the surface material. In the same publication, the authors described a possibility of con-
tamination by secondary calcite as unlikely given the arid climatic conditions in the Great Basin
region. On the other hand, treatment similar to that proposed by Broecker and Orr (1958) should be
sufficient for removal of younger secondary carbon. Combined '“C and U/Th chronologies from
Lahontan showed the effect on ages of tufa from the last high-stand of the lake, 13 ka BP (Lin et al.
1998). Burr et al. (1992) showed that 80% leaching of coral surfaces provided satisfactory '“C ages.

Ostracode shells have a high surface to volume ratio; therefore, surface contamination should be
taken into consideration as a potential source of error. In this study, we show results of leaching ostra-
codes from 2 locations in the Great Basin and the effect this procedure has on the '*C chronology.

RESERVOIR EFFECT

Studies of aquatic environments require that a reservoir effect is accounted for, in addition to the
problems of contamination with modern carbon. A site-specific correction is required that depends
on the input of carbon-depleted water (rivers, springs), evaporation to precipitation, lake surface to
volume ratios, and factors which control gas exchange (Broecker and Orr 1958; Broecker and Wal-
ton 1959). These factors can be estimated, but often they are subjected to temporal fluctuations such
as lake-level variability. Moreover, due to hydrothermal inputs of 14C-free CO,, the apparent ages of
Mono Lake water might be as high as 6300 yr (Broecker et al. 1988). 14C activities measured for
contemporary terrestrial deposits or the *C age of water can give estimates of reservoir effect. Yet,
the concern of this study is the possibility of contamination with “modern carbon,” i.e., ages being
too young. Our goals outlined in this study are to obtain ages of ostracodes which are free of such
contamination and to build a reliable estimate of the initial 14C that was incorporated into ostracode
shells when formed.

14C DATING OF OSTRACODES FROM CARSON SINK AND WILSON CREEK

The Sites

The section of the Wilson Creek Formation from its type locality along Wilson Creek is located at
the north shore of Mono Lake, California (38°N, 118°W). The Wilson Creek Formation contains
lacustrine sediments that were deposited in Lake Russell, the extended paleolake that existed during
the last glacial cycle. Nineteen tephra layers found in 7-m-thick deposits of sediments can be corre-
lated around the basin. An anomalous paleomagnetic secular variation was found at ash layer #15
and called the Mono Lake Excursion (Liddicoat 1996; Liddicoat and Coe 1979).

The Carson Sink stratigraphic section is an artificial cut exposed in the west bank of Carson River,
~20 km north east of Fallon, Nevada (39°N, 118°W). This section contains lacustrine sediments
with layers composed of almost 100% ostracodes. Two white volcanic ash layers are present: the
Wono ash layer and about 50 cm below the Carson Sink bed. As reported by Benson et al. (2003),
the Carson Sink bed and ash layer #15 in the Wilson Creek Formation have a nearly identical chem-
ical composition.
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The Method

Sediment samples were disaggregated in deionized water and sieved. Ostracodes were hand-picked
from the >250-mm fraction. Dating of fractions released in progressive leaching requires a large
amount of material and, where possible, 100 mg of ostracodes were picked. However, as this is very
tedious and time-consuming work, most of the samples contained 50-80 mg of ostracodes. Samples
were placed in the “thumb” part of the acidification flask with 20 mL of concentrated (80%) phos-
phoric acid in the main tube (Figure 2). After a vacuum of 10 mb was achieved, the reaction flask
was closed and the sample was mixed with the acid and left to react at 70 °C. The pressure of CO,
released during acidification was sporadically monitored and gas was frozen in a storage tube when
the amount was sufficient for 1 AMS “C sample (about 1-2 mg of C, which is based upon a 12%
yield of C from of CaCOs). As each split was collected, the remaining material was left to react and
the CO, was collected repeatedly for dating in the same manner described above. The variation and
limits on sample size weight dictated the number of fractions collected for each sample. Addition-
ally, the number of fractions measured varied due to the sporadic measurements of the pressure,
which were based on the time of the reaction. The collected CO, was reduced to graphite in a reac-
tion with H, over cobalt at 625 °C (Vogel et al. 1984). Samples were measured at the ETH/PSI accel-
erator mass spectrometry (AMS) facility following the procedure described by Bonani et al. (1987).
Conventional “C ages were calculated according to the protocol of Stuiver and Polach (1977).

Figure 2 Attachable acidification flask used for dissolution
of carbonate samples. Samples are placed in a “thumb” of the
lower part using a long funnel. Acid is poured into the main
chamber using an acid dispenser. The upper part with an o-
ring is placed on the top and fixed with a clip. The whole
chamber is attached to the vacuum and graphitization system.

RESULTS AND DISCUSSION

In the first stage of the study, several experiments were performed on ostracodes from Carson Sink.
Conventional 1#C ages of these ostracodes are listed in Table 1. Duplicate experiments were done for
2 levels in an attempt to leach as much as possible of the ostracode shells. Each of the duplicate
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experiments were performed on samples that contained at least 15 mg of ostracodes. The differences
in 14C ages caused by successive leaching are shown in Figure 3a and Figure 3b.

Table 1 Results of progressive leaching of ostracode shells from Carson Sink. Conventional “C
ages are quoted with 1-o error. The fraction on which age measurement was performed is based on
pressure of CO, released during consecutive leaching steps, where 1’ stands for the whole sample.

Lab nr Sample Height Fraction 14C age 313C Weight
ETH- nr (cm)? measured (BP) (%o) (mg)
19682 CS59 -59 0-0.7 24,310 = 190 -12+12 56
0.7-1.0 27,250 + 220 -0.8+1.2
19682b CS59/2 -59 0-0.2 22,660 + 160 1.6+1.2 103.7
0.2-0.31 27,180 + 250 1.2+12
0.31-1.0 27,830 + 240 41+12
19680 CS3 -3 0-0.64 21,930 + 160 -02+1.2 100
0.64-0.76 24,060 + 180 1.1+£1.2
0.76-1.0 25,680 + 200 -03+1.2
WONO ASH 0
19681 CS19 +19 0-0.23 24,630 + 180 -1.6+1.2 82
0.23-0.47 27,540 + 230 -2.0+1.2
0.47-1.0 28,070 + 240 -12+12
19681° CS19/2 +19 0-0.8 22,020 + 180 1.3+1.2 100.8
0.08-0.21 26,120 + 230 1.0+£1.2
0.28-0.32 25,000 + 340 09+1.2
0.32-1.0 28,130 + 250 1.2+12

aStratigraphic position (from bottom to top) in relation to the Wono ash layer, here at 0 cm; heights below the Wono layer
are shown as negative values and heights above the layer are shown as positive values.
bRepeat measurement on the rest material.

As well as determining the extent of exogenous carbon contamination with respect to post-leach age
determinations, there were interesting results from the dating of successive leaches. The age offset
between the external fraction and the residual fraction varies depending on the percentage of mate-
rial in each fraction dated. For example, the largest difference is observed for sample CS19/2 (Fig-
ure 3a), where the difference between first (external) fraction and the residue is ~6000 yr. The same
sample leached in the first experiment, CS19, shows a smaller difference (~3400 yr). We also
observed that smaller fractions of the first leach returned the youngest '“C ages in samples large
enough for duplicate experiments. For example, first fractions from samples CS59 and 59/2, a 70%
first leach was 24,310 £+ 190 BP and a 20% first leach was only 22,660 + 160 BP, respectively. This
is shown again with CS19 and 19/2, where a 23% leach was 24,610 + 190 BP and an 8% leach was
22,020 + 180 BP, respectively. However, the ages for the final leaches in CS19 and CS19/2 are in
very good agreement (28,099 + 173 BP, x2= 0.03). Final ages obtained by leaching the samples
CS59 and CS59/2 (Figure 3b) agree within the 2-c range, despite the differences in ages of the first
fractions (27,515 £ 290 BP, %2 = 3.17). Other observed differences in '“C ages between successive
fractions could be associated with the size of the fraction. One fraction of CS19/2 was very small
(less than 0.5 mg C, compared to all the other fractions, 1.5-2 mg of C), which might be the reason
for the slightly lower age in the preceding fraction. Nevertheless, these 2 ages are in agreement in
the 2-o range.
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Figure 3 Results of leaching ostracodes from Carson Sink. 1“C ages obtained on
consecutive fractions of carbon (based on pressure of CO, released during leach-
ing steps) are plotted together with 1-c error for samples (a) CS19 (ETH-19681)
and (b) CS59 (ETH-19682). Triangles show the first round of measurements and
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Results obtained on ostracodes from the Wilson Creek Formation are listed in Table 2 and plotted in
Figures 4a,b. Ostracodes from 13 levels above the formation base were dated using the leaching pro-
cess outlined in the Methods section. Leaching experiments were first carried out on 3 levels above
the base of the section: 50 cm, 100 cm, and 160 cm. Total samples available for the 50-cm level
allowed us to run 2 successive leaching experiments (WC50, WC50/2) to check on the reproducibil-
ity of results, with each leaching fraction producing sufficient carbon for analysis. The difference
between the first fraction leached and the final age of the final fraction in both experiments is as high
as 6000 yr. The final ages of inside fractions for WC50 and WC50/2 are within the 2-c range (mean
weighted value = 40,533 + 940 BP, 2= 2.5). In both experiments, the first leach of 35% of the sam-
ple is ~35,500 BP. Moreover, the second 37% leach and the remaining 27% of residue fraction
appeared to plateau in age (Figure 4a).

Table 2 Results of progressive leaching of ostracode shells from Wilson Creek. Conventional '4C
ages are quoted with 1-c error. The sample number corresponds to the height given in cm. The frac-
tion on which age measurement was performed is based on the pressure of CO, released during
consecutive leaching steps, where ‘1’ stands for the whole sample.

Labnr  Sample Height  Fraction 14C age d13C Weight
ETH- nr (cm)? measured (BP) (%o0) (mg)
19889 WC50 50 0-0.36 35,500 + 530 07+1.2 110.0
0.36-0.73 39,450 + 660 24+1.2
0.73-1.0 39,700 £ 790 26+12
20298 WC50/2 50 0-0.37 35,710 £ 510 1.7+£1.2 77.0
0.37-1.0 41,590 + 890P 20+1.2
21056 WC5s1 51 0.41-1.0 46,100 + 1700b 0.7+1.2 69.0
21057 WC61 61 0.43-1.0 39,200+ 710 1.8+1.2 46.0
21057¢ WC61/2 61 0-1.0 37,820 + 550 6.1+1.2 27.5
21059 WC8l1 81 0.62-1.0 39,800 + 730 04+1.2 107.0
21060 WCI1 91 0.56-1.0 35,810+ 500 1.1+£1.2 62.0
21060° WC91/2 91 0-0.47 33,680 + 370 34+1.2 46.1
0.47-1.0 34,600 + 400 75+1.2
20190 WC100 100 0.5-0.74 31,910 + 380 -0.6+12 55.4
WC100 100 0.74-1.0 36,250 + 430b 34+1.2
21061 WC102 102 0.27-1.0 38,080 + 620 21+1.2 90.0
21061¢ WC102/2 102 0.34-1.0 39,890 + 690 6.4+1.2 84.4
21062 WC112 112 0.36-1.0 34,490 + 440 -1.0+12 73.0
21062¢ WC112/2 112 0-0.25 34,950 + 440 6.6+1.2 78.3
0.25-1.0 35,660 + 450 64+1.2
21063 WC122 122 0.43-1.0 31,270 £330 0.0+1.2 77.0
21063  WCI122/2 122 0-0.52 31,920 + 390 45+1.2 37.9
0.52-1.0 32,130 £ 320 73+1.2
21064 WC132 132 0.48-1.0 32,800 + 380 -12+12 90.0
21064¢ WC132/2 132 0-1.0 32,910+ 350 7.5+1.2 17.7
21065 WC142 142 0.39-1.0 33,770 £ 410 -1.0+12 66.0
20191 WC160 160 0.5-0.77 31,470 + 340 1.9+1.2 63.9
0.77-1.0 33,610 + 360 30+1.2
21067 WC163 163 0-0.5 31,140 £330 02+1.2 40.3
0.5-1.0 32,700 + 380 03+1.2

aHeight above the formation base.
b Ages published by Kent et al. (2002).
¢Repeat measurement on the rest material.
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Figure 4 Results of leaching ostracodes from the Wilson Creek Formation.
(a): ages obtained on fractions from 2 samples from the 50-cm level are shown
as triangles (WC50, ETH-19889) and diamonds (WC50/2, ETH-20298); (b):
leaching experiment was performed on 50% pre-leached samples from level
100 cm (ETH-20190) (squares) and 160 cm (ETH-20191) (diamonds).
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Samples from the 100-cm and 160-cm levels had been leached (50%) prior to our “online” leaching.
In these samples, the first fraction is younger than the residual fraction by ~4000 yr (Figure 4b). All
of the levels listed in Table 2 were analyzed in 1999. We have recently performed our leaching
experiments and analysis on some of the residual fractions of samples that contained a sufficient
amount of C (Table 2, samples marked by footnote c). Residual fraction samples were processed and
subjected to our leaching experiments (as described in the Methods section) and submitted for AMS
analysis if a minimum of 1 mg carbon was collected. In general, the external fractions are younger
than the residual fraction; however, the second round of measurements indicates a need for stronger
than 30-50% removal of the surface as shown by the difference of ~1000 yr between ages of the
both inside fractions obtained for samples WC112 and WC122 (Figure 5).
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Figure 5 'C chronology of Wilson Creek. Filled circles show results from the first round of measurements.
Results from repeated measurements are shown as open circles with corresponding sample number. In each
of the repeated pairs, the older age corresponds to the “inside” fraction. Samples WC61 and WC132 were
dated as whole shell.

Two of the samples (WC61/2 and WC132/2) were processed as a whole because they contained only
27.50 and 17.7 mg of ostracodes, respectively, which were insufficient for 2 and more fractions. The
age obtained for WC61/2 was younger by ~1500 yr compared to the residual fraction measured in
the first round of measurements. However, this effect is not observed for the younger sample
WC132/2, which turned out to be the same age as the residual fraction of WC132.

DISCUSSION

14C Chronology of the Wilson Creek Formation

We undertook the present study to address the question of the reliability of ostracode shell dating in
studies such as those for the Wilson Creek Formation. A final chronology of lacustrine sediments
deposited during the last 40,000 yr in the Wilson Creek Formation is urgently needed for the purpose
of correlating palacoclimatic records of the Great Basin with other regions such as the North Atlan-
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tic (Benson et al. 1998). Additionally, the timing of the paleomagnetic excursion found in the Wil-
son Creek Formation must be resolved to allow proper correlation of paleomagnetic records (Ben-
son et al. 2003; Kent et al. 2002).

Most of the “C ages of ostracode shells from the Wilson Creek Formation published by Kent et al.
(2002) have been obtained in the younger part of the section. In that work, the ostracodes and tufa
nodules were leached prior to the dating so that at least 40% of the surface was removed. In this
study, we investigated the older part of the section in detail. We also applied progressive leaching
and duplicated those experiments to check reproducibility where sample sizes allowed, showing that
various stages of leaching do, in fact, produce different '“C ages, and that the extent of the leach is
an important factor for adequate removal of “modern/younger” carbon contamination. As we have
shown, age differences obtained in progressive leaching of the samples underscore the need for 50
to 75% leaching of ostracode shells prior to 4C dating (Figure 5).

Developing the “C chronology of this record will require determining the true reservoir correction
for the section. Because the best estimates vary between 1500 and 6000 yr (Broecker et al. 1988),
estimation of the reservoir correction will require additional research, such as dating terrestrial (res-
ervoir-free) records, and correlation with the Wilson Creek Formation using tephra layers. How-
ever, the extent of the possible offsets caused by contamination with secondary calcite does not
require knowledge of the reservoir effect and can be determined by comparing ages measured on
whole ostracode shells with results from leached ostracode samples from the same section. In Fig-
ure 6, 4C ages of leached ostracode shells (this study and Kent et al. 2002) and a chronology based
on whole shells (Benson et al. 1990) are plotted for comparison. Although resolution of the dating
is still not sufficient, the offset between both chronologies in the oldest parts of the section are up to
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Figure 6 Comparison between chronologies based on leached ostracodes (filled circles and diamonds, this
study; open circles show ages obtained by Kent et al. [2002]) and ages obtained on whole shell (open
squares) by Benson et al. (1990).
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6000+ yr. We also note that the younger intervals appear to agree quite well, which points to con-
tamination becoming a significant factor for the very old samples. Benson et al. (2003) suggested
that ages published by Kent et al. (2002) may have been obtained on reworked shells that were too
old. Such a possibility cannot be entirely ruled out. However, there are 2 points to consider which
support the Kent et al. (2002) older chronology. The first is that, as we have observed, the chronol-
ogies agree quite well in the younger part, implying that both studies used similar methods in
selecting material. The second consideration is that the results of our present study show that there
can be significant differences in the apparent '“C ages of successive leached fractions of ostracode
shells, and that another explanation for the divergence in ages between Benson et al. (1990) and
Kent et al. (2002) may be due to exogenous carbon effects in untreated shells.

CONCLUSIONS

Progressive leaching of ostracode shells from Carson Sink and Wilson Creek, Mono Lake (Great
Basin) resulted in older 1#C ages of the final fraction of progressively leached samples. Differences
of up to 6000 yr between ages of the external and the residual fractions have been observed in these
experiments, suggesting that the extent of leaching as a pretreatment for these samples is an impor-
tant factor. Our procedure of leaching 80% of the shell improved the chronology of the record,
although we concede that contamination could extend beyond this fraction and produce anomalous
ages.

In samples from the oldest section of the Wilson Creek segment (+20,000 BP), the chronology based
on our analysis of leached ostracodes returned ages older (by up to 6000 yr) than the previously
established '“C chronology of Benson et al. (1990) based on a whole shell measurements, and cor-
roborated Kent et al. (2002) results obtained from similarly leached shell samples.

The differences between various chronologies of the region call for extensive studies that would
establish a final '4C chronology. This study presents a step towards such an improved chronology of
the Wilson Creek Formation.
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PRELIMINARY RESULTS FOR THE EXTRACTION AND MEASUREMENT OF
COSMOGENIC IN SITU “C FROM QUARTZ

P Naysmith!>« G T Cook! * W M Phillips® « N A Lifton* * R Anderson!

ABSTRACT. Radiocarbon is produced within minerals at the earth’s surface (in situ production) by a number of spallation
reactions. Its relatively short half-life of 5730 yr provides us with a unique cosmogenic nuclide tool for the measurement of
rapid erosion rates (>10-3 ¢cm yr!) and events occurring over the past 25 kyr. At SUERC, we have designed and built a vac-
uum system to extract '“C from quartz which is based on a system developed at the University of Arizona. This system uses
resistance heating of samples to a temperature of approximately 1100 °C in the presence of lithium metaborate (LiBO,) to dis-
solve the quartz and liberate any carbon present. During extraction, the carbon is oxidized to CO, in an O, atmosphere so that
it may be collected cryogenically. The CO, is subsequently purified and converted to graphite for accelerator mass spectrom-
etry (AMS) measurement. One of the biggest problems in measuring in situ 14C is establishing a low and reproducible system
blank and efficient extraction of the in situ '“C component. Here, we present initial data for “C-free CO,, derived from geo-
logical carbonate and added to the vacuum system to determine the system blank. Shielded quartz samples (which should be
14C free) and a surface quartz sample routinely analyzed at the University of Arizona were also analyzed at SUERC, and the
data compared with values derived from the University of Arizona system.
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Surface exposure dating using cosmic ray-produced nuclide